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Non-point pollution modelling 
at different scales and resolution, 

based on MIKE SHE 

Merete Styczen’, Mene Thorsen’, Anders Refsgaard’, 
Jesper S. Christiansen’, and S0ren Hansen’. 

Abstract 

The spread of tools for assessing the contribution of non-point pollution to groundwater or 
surface water systems range from very simple to very advanced models. The simple models 
do not, in general, take into account the annual variations in weather and they are seldom able 
to incorporate effects of managemexit in a realistic manner. The advanced models require 
extensive parameterisation. Furthermore, important decisions are required regarding the size 
of area, the resolution (grid size) used in the model, and the level of details required for the 
input. The article provides an overview of strategies used at the Danish Hydraulic Institute in 
non-point pollution modelling when different scales are considered, moving from small study 
areas to small catchments to regional scale or vice versa These strategies were applied in 
former and ongoing projects. Furthermore, effects of different resolutions on a given 
catchment are exemplified. The influence of the level of detail in the data source can be 
evaluated from two studies carried out. 

-. 

In general, scaling up with respect to size of area (of similar type) can be done with 
reasonable results for nitrate. Simulations of a particular catchment with a given set of base 
data, but with different grid resolutions, demonstrates that the simulated river discharge 
hydrograph strongly depends on the grid resolution, whereas annual discharge values and 
aquifer nitrate concentrations are less dependent on grid resolution. Regarding data resolution, 
the experience with regional databases is not unidirectional. For areas with little variation in 
landscape factors, regional simulations of nitrate concentrations in groundwater were 
adequate. For more complex areas, particularly due to a more complex geology, the 
information was inadequate. 

1 Introduction 

DHI’s experience in non-point pollution modelling mainly relates to nitrate and pesticides. 
The involvement in non-point pollution modelling began in 1990, with modelling of nitrate at 
catchment scale under the Danish “Nitrate, Phosphorus, and organic matter” research 
programme. The programme was a consequence of the increasing eutrophication observed in 
the coastal zone of Denmark, but also in lakes, streams and to some extent in groundwater. 

The work on nitrate modelling was (and is) done in close co-operation with the Royal 
Veterinary and Agricultural University in Copenhagen, who developed the DAISY-model for 
nitrate modelling. The experience gained was later used in other projects in Denmark and 

Danish Hydraulic Institute. Agem Alle 5.2970 Hsrsholm. Denmark. I 

. _-. ’ Royal Veterinary and Agricultural University, Thorvaldsensvej 40. 185 1 Frederiksberg C.. Denmark. 
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Slovakia, and DHI is presently involved in nitrate modelling in Poland and at another Danish 
site. A common feature of the projects has been calibration of model components on plot 
scale or at least on small catchments along’with upscaling to larger areas. 

I .  ,/Y . .  

The major strength of the advanced N-modelling in comparison to simple estimates is the 
possibility of evaluating effects of farm management changes on nitrate leaching. In addition, 
comparison between simulations and measured data allows distinguishing between effects of 
management and effects of weather. 

The work on modeiling of transport and transformation of pesticides started a few years later, 
and has, until recently, concentrated on simulation of single columns (point scale). However, 
as the ongoing national monitoring programme documents presence of pesticides in 
groundwater and surface water, the need for modelling of pesticide dynamics in at least small 
catchments has grown. 

2 Models 

The non-point pollution modelling conducted by DHI has involved the use of the hydrological 
model system MIKE SHE (Abbott et al., 1986 a,b; and Refsgaard and Storm, 1995). MIKE 
SHE functions as a catchment-modelling tool, able to simulate flow and solute transport. 
Different modules describing the reactions of the solutes are then added to this description. 

For pesticides, these process descriptions have been implemented as part of the MIKE SHE 
system from the beginning. For nitrate it has been different: In the beginning, the DAISY 
model, developed at the Danish Veterinary and Agricultural University, so closely produced 
the output of the unsaturated zone, subsequently transferred as input to the MIKE SHE 
system. Recently, the two models were integrated, so the reactions and temperature 
calculations take place in DAISY while the flow and solute transport take place in MIKE 
SHE. With respect to pesticides, another recent development is a further merging between the 
DAISY process descriptions and the pesticide processes: A module for microbiological 
degradation and sorption in MIKE SHE utilises the organic matter turn-over of DAISY to 
regulate pesticide turn over, also determined by redox conditions. 

1 

It is a causcious decision to link MIKE SHE and the DAISY model. DAISY has proven its 
quality in several model inter-comparisons, and its performance under Danish conditions is 
well documented. It is being maintained in its stand-alone form by the University, and is thus 
continuously updated, as new results become available. Essentially, the aim is to work with 
few model codes with a high degree of flexibility, in order to be able to cover as many 
practical situations as possible. 

2.1 MIKE SHE 

MIKE SHE is at present thc only physically based, dynamic, fully distributed modelling tool 
for integrated simulation of all major hydrological processes occurring in the land phase of 
the hydrological cycle. The combination of a physically based and a distributed model enables 
a direct use of field data for model building and it enables linking to spatial data that may, for 

i 
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instance, be provided through remote sensing or fields survey programmes. The integrated 
approach makes MIKE SHE suitable for simulation of hydrologic systems where surface 
water and groundwater interactions are significant. 

The basic MIKE SHE module is the Water Movement module describing the hydrological 
processes. The hydrological components included are interceptionevapotranspiration, 
infiltration, snow melt, 1-dimensional flow in the unsaturated zone, 3-dimensional ground 
water flow, overland flow in 2-dimensions and 1-dimensional river flow, all of which are 
fully coupled. 

MIKE SHE can be combined with a variety of add-on modules used to address specific 
environmental problems among these solute transport by advection and dispersion (MIKE 
SHE AD). The integrated approach also covered by the solute transport and the module 
flexibility make MIKE SHE suitable for a large variety of environmental and hydrological 
issues. MIKE SHE is applicable on spatial scales ranging from a single soil profile to large 
regions, which may include several river catchments. 

2.2 DAISY 

DAISY is an advanced soil-plant-atmosphere system column model. It describes crop 
production as well as water and nutrient dynamics in the root zone of the agro-ecosystems 
according to various management strategies, including crop rotations, fertilisation, irrigation, 
soil tillage and crop residue management. The model simulates processes including: plant 
growth and crop production; heat flux and soil temperature; soil water uptake by plants and 
evapotranspiration; carbon and nitrogen mineralisation; nitrification and denitrification 
(nitrogen transformation); nitrogen uptake by plants. 

Combined with the MIKE SHE WM and AD modules (Figure I ) ,  the DAISY module 
provides a powerful tool for the assessment of the regional impacts of agricultural crop 
production system management on water qudity conditions in the soil, the groundwater, and 
streams. 

The DAISY module requires temporal information on air temperature and global radiation 
and information on humus and inorganic nitrogen content in the soil. As agricultural driving 
variables, information on crop rotations, tillage operations, fertilisation, and irrigation need to 
be specified at present. The DAISY module provides crop parameters for 12 crops, which are 
calibrated using data from crop varieties grown in northern Europe. To ensure that the crop 
development is simulated correctly, it may be necessary to recalibrate these parameters using 
local data on crop development. 

The DAISY model is developed by the Royal Danish Veterinary and Agricultural University. 
Further development of the MIKE SHE DAISY is ongoing to include atmospheric processes 
and remote sensing. Additionally, phosphorus transformations and transport is expected to be 
included within a few years. 

Non-point pollution modelling with MIKE SHE 3 
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Figure I 
infiltration, temperature, growth. and nitrogen transformations. MIKE SHE simulates transpon of 
water and solutes. 

The integration between DAISY and MIKE SHE. DAISY simulates evaporation, 
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2.3 Pesticide , 

Modelling the transport and metabolism of pesticides needs incorporation of sorption and 
degradation processes in the transport process. Besides the physical transport by advection 
and dispersion these two chemical and microbiological processes are the most influential 
regarding the transport and fate of pesticides. 

The MIKE SHE sorptioddegradation (SD) module includes simplified descriptions of 
complex geochemical and microbiological processes. In combination with the MIKE SHE 
AD module it constitutes a model tool for describing the influence on pesticide transport by 
chemical and microbiological processes. Both linear and non-linear equilibrium or kinetic 
sorption are options dependent on reaction rates and distribution coefficients for the 
pesticides. A first order process describes the microbiological depdat ion of the pesticides 
with a certain half-life time constant. This description of pesticide metabolism has been used 
earlier in projects and might be sufficient with respect to most problems. 

The MIKE SHE geochemical module (GM) and biodegradation module (BM) includes 
advanced descriptions of complex geochemical and microbiological processes, respectively. 
The GM module handles all inorganic equilibrium chemistry (precipitation, dissolution, 
complexation, ion exchange, redox, and sorption) by invoking the PHREEQC code 
(Parkhurst, 1995). The BM module handles various biological processes (0. order, 1. order, 
Monod kinetics) and can be tuned to handle solute specific expressions derived from 
laboratory experiments. In combination with the MIKE SHE AD module these two modules 
constitute an advanced model tool for describing the influence on pesticide transport by 
chemical and microbiological processes. This model system is employed in the most recent 
studies of pesticides that require the most careful and accurate description of the metabolism, 
e.g. a study on pesticides and groundwater, Section 4.2.2. 

3 Approach to Non-point Modelling 

Large-scale hydrological models are required for a variety of applications in hydrological, 
environmental and land surface-atmosphere studies, both for research and for day to day 
water resources management purposes. The complex interaction between spatial scale and 
spatial variability is widely perceived as a substantial obstacle to progress in this respect 
(Bloschl and Sivapalan, 1995; and many others). The process of upscaling does pose 
problems, particularly if it is attempted to describe the processes differently, depending on the 
scale of application. The method, which has been applied at DHI, does not employ different 
process descriptions, but rather an aggregation procedure. In the aggregation to macro-scale, 
the variations in spatial data such as soil types and crops are preserved statistically, although 
they are not correctly georeferenced. 

In all applications, the same modelling system is used whether the simulation represents field 
or plot scale, a small catchment or a region. However, the models differ with respect to area 
covered, resolution (grid size) and the level of detail available with respect to input data. All 
three factors influence the result of the simulation. 

Non-point pollution modelling with MIKE SHE 5 
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it is of outmost importance that the model code has been validated at plot scale, preferably 
under different conditions. This way it is ensured that the process descriptions are appropriate 
and that realistic results can be obtained with a physically relevant parameterisation. Figure 2 
illustrates some of the complexities of non-point pollution pathways and scales. Plot scale 
means, in ttus sense, not necessarily point scale. but rather a field scale characterised by 
“effective” soil and vegetation parameters. but assuming only one soil type and one cropping 
pattern. Thus, the spatial variability within a typical field is aggregated and accounted for in 
the “effective” parameter values (Refsgaard et al., 1998). MIKE SHE and DAISY have 
documented their ability to describe conditions at field scale (e.g. Jensen and Refsgaard, 199 1 

I . .  
. .  

_- Figure 2. 
symbolised by a soil column, a subcatchmerit or the whole area. Relevutit processes for non-point 
pollution may include transport along the soil surface. through the soil mutrix or macropores. in 
drains and in groundwuter, of water (blue) and solute in soluble (red) orparticle hound (brown) form, 
as well as several npes of transformations. Transfbrmations e.g. be degradarion, plant uptake. or 
f iat ion through sorption or immobilisation. Some chemiculs are subject to clrifi and volutilisation. 

Simulations of processes in a catchment ma? tuke pluce at plot, local or regiorinl scale, 

a, b, c; Djurhuus et al., 1999; Svendsen et al., 1995, Diekkriiger et al., 1995; and Willigen, 
1991). 

I 

For field or plot scale simulations measured data are employed to the largest possible extent. 
Calibrations are carried out on available data, such as soil moisture measurements, drain flow, 
or solute concentrations. It is a rule at all scales of simulations that the flow-relevant 
parameters are calibrated first (groundwater levels, drain flow, river flow, moisture in the soil 
profile), followed by calibration of conservative tracer, if data are available, and finally the 
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chemical in question. A strong advantage of utilising one model system is that the 
implemented model can be tested on detailed data when these are available. 

When moving to a small catchment, measured data are still utilised to the greatest possible 
extent, but it becomes necessary to generalise infomation into a number of types (soil, crop 
rotations, fertilisation times, etc.). The level of information available for a column is usually 
less than at the detailed level. The grid size is usually larger. 

At the regional scale, the model parameters are based on best guesses constructed from 
statistical information, interviews, national databases, etc. Parameters calibrated from detailed 
studies will form the basis for qualified guessing, but the availability of precise information is 
(considerably) less than at the plot scale and generally less than in the small catchment. In 
principle, the grid resolution could be the same as for the small catchment. In practise, 
however, it wilI usualIy be larger. The grid resolution issue is discussed in Section 4.3. 

The use of statistical data is a key issue in the data handling at the regional scale. It is 
employed in two ways: 

The statistical information is utilised for generation of a number of realistic crop 
rotations, producing the crop cover actually observed, and utilising the fertilisers 
consumed and the manure produced within the catchment. The amount of land under 
different rotations has to fit the distribution of fann types, taking into account that 
some types of rotations are typical for a cattle farm, others for mixed farms or for pure 
plant growing farms. Furthermore, the fertilisation schemes were derived for each crop 
based on whether the farm type produced manure, and what amounts were usually 
applied to the crop in question. The statistical information is thus disaggregated to 
produce an “intelligent” guess of the most likely distribution of factors in the study 
area. 

- Certain parameters are highly variable, and to obtain an estimate of the effect of their 
variations, it is possible to conduct sensitivity analysis or Monte Carlo simulations. A 
sensitivity analysis provides an estimate of the uncertainties caused by a single 
parameter, while a Monte Carlo simulation provides an estimate of the uncertainty 
provided by random variations in different parameters at the same time. A sensitivity 
analysis can be used for pinpointing the most important parameters to be included in a 
Monte Carlo simulation The simulation results become an interval or a band rather 
than a single value. At the regional scale Monte Carlo simulations are exemplified in 
Section 4.4. 

While upscaling receives attention in literature, the process of going from a coarser grid 
system in a regional model to a fine grid system in a local model is seldom considered. In 
practice, a local model, perhaps with very detailed local information regarding agricultural 
input, suffers from strong effects of boundary conditions. One approach to handle this is to let 
a regional model provide the boundary conditions to the local model. While this approach is 
considered superior to simple estimates, it has not yet been possible to quantify the derived 
uncertainties with respect to solute transport. However, the approach has been successfully 
used in hydrological studies (Refsgaard et al., 1994a and b). 
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-. 4 Experiences of Non-point Pollution Simubtions at Different Scales. 
(\ ; 

4. I Performance at Point Scale 

The fEst issue to consider is the validity of the model on the plot scale. This is important, not 
least to document that the process descriptions included in the model code are adequate. 
However, it is not always possible to obtain a full set of local data at plot scale and one may 
have to rely on a rougher calibration and results of preceding model validation exercises. One 
example of a DAISY validation exercise is shown in Figure 3. 

=all 

t 

60 cm 
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Figure 3. 
Jyndevad soil. Djurhuus et al. (1999) p-  272. Copyright (1999), with permission from Elsevier 
Science. 

Simulated and measured concentrations of N03-N (mgh') (y-axis) at 57points on a 
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The figure shows the distribution of nitrate concentration measured for 57 points. compared 
with the distribution of 57 simulations based on locally measured parameters from the same 
57 points in the field. Thus, two distributions are compared, rather than only the variation on 
model results compared to one set of field measurements. The correspondence between the 
two is impressive. As mentioned in Section 3, a substantial amount of literature documents 
DAISY’S performance. 

a 

Data type: Accumulated Accumulated MCPP peak 
percolation MCPP leaching concentration 

Statistical test: 8 deviation Factor-of-F test’ Factor-of-F test’ 
Performance criteria: 8 %  F = 2  F = 2  

10 - - PELMO Blind simulation 
Calibrated 10 - + 

PESTLA Blind simulation 13 - - 
Calibrated 6 

MACRO Blind simulation 8 F = 2  F = 2  
Calibrated 2 F = 2  F = 2  

MIKE SHE Blind simulation 12 F = 2  F = 2  
Calibrated 7 F = 5  F = 2  

- - 

For pesticides, the adequacy of the simulations is less well established. DHI has been 
involved in a few studies concerned with evaluation of this topic for Danish conditions (e.g. 
Styczen and Villholth (1994). The most recent study is an evaluation of MIKE SHE SI> 
performance for simulating one-dimensional pesticide leaching from lysimeters (Jargensen et 
al., 1998). 

Within the most recent project, the performance of MIKE SHE SD was compared to three 
widely used pesticide leaching models, PELMO (Klein, 1995), PESTLA (Boesten, 1993) and 
MACRO (Jarvis, 1994). Simulation of lysimeter data was conducted in two steps. First, a 
blind simulation without any calibration allowed was carried out and second, water and 
conservative solute transport processes were calibrated using measured outflow of water and 
bromide. No calibration of laboratory determined pesticide parameters in terms of linear 
sorption coefficients (&) and degradation half-life times (TH) was allowed during these steps. 
Simulation results were evaluated using statistical tests and the outcome of these were 
compared to pre-determined performance criteria suggested by a European workgroup on 
regulatory use of pesticide leaching models (FOCUS, 1995). Further details on data 
background, statistical test procedures, model development, and model performance are 
available in Jorgensen et al. 1998 and Thorsen et al. 1998. Key results from the statistical 
evaluation are shown in Table I. 
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I catchment) 

FIaderne Creek 4 kmL 

Lungrende Creek 4 kmL 
Vaarby Stream 360 km2 
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I 

1km 1 RegionaYststistical 
100 rn 1 Local 

100 rn I Local 
I 

--1 
(. ; The experimental data showed that water flow and pesticide leaching was primarily controlled 

by preferential flow through a smaU active pore volume. The main results of the model 
performance test was that the two model codes containing a description of preferential flow 
(MACRO and MIKE SHE) passed the perfomance criteria for pesticide flux already in the 
blind simulation whereas P E N 0  and PESTLA required calibration which violated the 
original parameterisation (results not shown). 

4.2 Modelling at Local and Catchment Scale 

Several studies contain the approach of moving from plot scale to small catchment or regional 
scale. Table 2 contains a sample of studies conducted with DHI involvement showing the area 
simulated, the resolution used, and the data sources. 

- Table 2. Overview of scale, resolution and data sources used in different studies presented 

UNCERSDSS: Uncertainty of spatial decision support systems, EU reseach project. 
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4.2.1 The Karup study 

The first study, which was conducted with MIKE SHUDAISY. took place in the Karup 
catchment in Jutland (Storm et al., 1990: Stycten and Storm 1993a and b). In practice. 
simulations took place at three scales, as shown in Tubfe 1. The physical location of the K m p  
catchment is shown in Figure 4. 

Figure I The Karup groundwater catchment. The catchments for Rahis Creek atid Fladerne Creek, 
also mentioned in the text. are indicated with red Rubis creek towards the east and Fludertie creek to 
the west. 
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The plot scale simulations were carried out by DHI as part of the initial work of setting up the 
regional model, but were never published. For Rabis Creek, detailed simulations of water 
flow, and tritium movement were carried out, together with some geochemical modelling of 
nitrate. mainly concerned with processes taking place along the redox front by Engesgaard 
and Jensen ( 1990). 

(7 

The regional model is based on the results from the plot simulations and the detailed study of 
Rabis Creek. Furthermore, it is based on data from local meteorological stations, all available 
map information (soils, topography, land use), statistics on fertiliser use, number of animals, 
and farm types, interviews with agricultural consultants, interpreted geological profiles and 
geological data from boreholes, stream flow data, and groundwater head, monitored during 
part of the simulation period. 

The data interpretation included, among others, positioning of permanent grass areas in areas 
with shallow groundwater identified through preliminary simulations with MIKE SHE. The 

chosen and the methods of manure storage assumed changed over the simulation period 
according to the information given and the crop simulated. Land use and the distribution of 
crop rotations are shown in Figure 5. The redox front was interpolated from information from 
the 120 boreholes. 

. 

agricultural data were interpreted as described in Section 3. Similarly, the tillage methods 
. -  

1 - 
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Figure 5 Distribution of crop rotations in the Karup catchment. 

To test the adequacy of the regional model, the Rabis Creek subcatchment was simulated with 
smaller grids, and the results were compared to actual measurements in the groundwater. As 
the data in the regional model was based on statistics, the results could not be expected to be 
correct in a given point. Two simulations were canied out: a) with the statistical input, and b) 
with the average of the statistical input for all cells. The data sources and in the latter case, the 
treatment are identical for Rabis Creek and the Karup catchment and the grid resolution is 
almost identical. The simulated result and the observations showed a large degree of 
accordance, when the discretisation of the saturated zone was taken into account. Features 
such as effects of rather wet or dry years clearly showed up in the results. The distribution of 
nitrate in time and space is documented in Storm et al. (1990) and Styczen and Storm 

Non-point pollution modelling with MIKE SHE 12 

/ ./ 



DHI Softwan: Conference. 19Y9 

(1993b). With good results in Rabis Creek, it was expected that the regional simulations 
would be adequate, as the grid size was almost unchanged. and the database was identical. 
Only the size of the area differed. An example of the output is shown in Figure 6. 

While the overall flow parameters of Karup were simulated very well for the catchment the 
simulated nitrate concentrations in the river were much larger than the observed. The 
plausible reason for this is the high denitrification. which takes place in the wetland areas near 
Karup Stream. This process was not included in the model at the time. 

A similar analysis was later carried out for Danube Island in Slovakia (Refsgaard et al., 1998). 

q / l  N O 3  
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w.0 - 1 x 0  
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- 
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1 
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7 
B - B  
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Figure 6. 
catchment. 

An example of distribution of nitrate concentrutioru in the growidwater of Kump 
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4.2.2 Pesticides and groundwater 

In an ongoing project under the strategic environmental scientific program by the Danish 
Ministry of the Environment the scaling problem is being investigated within the frame of 
agricultural use of pesticides and the impact of the groundwater. Three target pesticides are in 
focus: Mecoprop, Bentazon, and Isoproturon. Field investigation and subsequent modelling is 
talung place on two different scales. In this case the scaling problem refers to the differences 
in the area extent and data resolution. 

Two field sites have been chosen as representative for Danish conditions. The Karup 
catchment in the central part of Jutland and the Vaarby catchment in the western part of 
Zealand have been selected as representatives for large scale sandy and clayey till (overlain 
by sandy loam) soils, respectively. Within these two catchments two sub catchments (the 
Fladerne catchment in Jutland and the Lungrende catchment at Zealand) have been selected to 

the location of Fladerne Creek in Figure 4. 
reflect the small catchment scale. The area extent of the catchments is shown in Table 2 and , Y  

The pesticide input function and the validation of the models depend on the scale. In the case 
of the two small catchments, interviews have been conducted with the local farmers and their 
consultants to map the use of crop specific pesticides during the last few years in detail. Also, 
monitoring of the pesticide content in the groundwater and in the stream discharge is being 
performed to enable validation. 

A similar procedure with interviews is not possible at large scale. Hence, the pesticide input 
function is created by the use of agricultural statistics of the general crop use and crop specific 
pesticides during the last decade in the area. A similar line of approach was used in the NPo- 
project (Section 4.2.1) with respect to the agricultural use of fertiliser. No monitoring of the 
pesticide content in the groundwater and in the stream discharge is being performed. 

Preliminary results from laboratory investigations have indicated that microbid degradation 
takes place in the aerobic zone of the hydrological system. However, the target pesticides 
persist when oxygen is not present. Also, it is shown that the pesticide sorption among others 
depends on the concentration of pesticides. Laboratory experiments have indicated that the 
three target pesticides do not behave identically with respect to process description and 
parameterisation. Thus, the application of an advanced model for transport and metabolism 
seems to be of importance. 

4.2.3 Pesticides in surface water 

The objective of this project is to produce a tool for evaluation of pesticide in surface water, 
to be used by the Danish Environmental Protection Agency, in connection with pesticide 
registration. 

In this project, which is still in its initial phase regarding modelling, pesticidr. will be 
simulated on plot scale and in a small catchment of 4.7 km2. A detailed monitoring 
programme for 6 experimental plots, on which all input is known (pesticides, fertiliser, 
manure, tillage, etc) provides validation data. Moisture, drain flow, groundwater level, nitrate 
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in soil moisture and nitrate and phosphorus in drain flow and groundwater are being observed 
frequently. Pesticide is also monitored in connection with some of the plots. The information 
from the plots will be utilised for calibration of water flow and nitrate-related processes 
(inclusive of solute transport). Phosphorus will be used as an indicator for colloid transport in 
macropores and drains, which also takes place with respect to pesticides. 

For the small catchment, detailed information will be available concerning crops and spraying 
practices on all fields. Pesticides are monitored in drains and in the stream. In this case, the 
data related to agricultural input exists almost as detailed for the entire area as for the plots. 
However, the soil information available and of course the calibratiodvalidation data are 
found on a larger scale. The resolution of the final setup is expected to be below field size (Le. 
25x25 m). 

-- 

0 

Regarding transport pathways, the study is most comprehensive, as drift, macropore flow, 
colloid transport and soil erosion are considered, on top of the usual pathways. This project 
may be followed on http://proj ec ts. dhi Wpes ticide. 

4.2.4 Brans Creek - Generating boundary conditions to a local model 

DHI has used regional hydrological models as boundary conditions for more detailed models 
for some time. Regarding solute transport, however, it is a new approach. In a recently started 
project in Brans Creek the approach will be tried out. 

A river restoration project for a small section of the Brms creek in the Southern part of 
Jutland, Denmark, has been initiated. The section is about 5 km long with a topographical 
catchment area of approximately 10 km’. It is the lower part of a hundred-km2 river 
catchment mainly covered with farmland and plantation. The project goal is to increase the 
potential for NO3 removal in the wetland areas along the creek. 

Measures to increase the denitrification processes include restoration of the old creek course 
water level rise in the creek by “semi-natural” submerged weirs, and cutting off all artificial 
drainage pipes and ditches in the catchment. It is planned to apply the models mentioned 
earlier on different scales to demonstrate the possible effect of the restoration project. 

On the 10 km2 scale (local scale) it is possible to obtain detailed information on land-use for 
each field in the catchment for the last five years both with respect to crop type and fertiliser 
type and amount. This information forms the main input to MIKE SHE DAISY. 

It has been decided to construct a model covering the entire one hundred-km2 catchment 
(regional scale) for two reasons: 

1. 

2. 

To generate realistic, time-varying boundary conditions to the local scale model in terns 
of water and NO3 fluxes and groundwater head variations, 

To allow calibration of the model on measured discharges and NO3 fI uxes in a gauging 
station located at the outlet of the local (and regional) scale area. 

- ./ 
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Figure 7. 
The resolution is tentatively assumed to be SO and 200 m for the local und . :yionul model, 
respectively. The two scales on the figure thus irrtlicutes the length of I O  grids for each of the two 
models. 

The regional (black boundan) and local (green boundan) catchments for BrQhis Creek. 

For the larger area it is impossible to obtain deterministic values of land-use and fertiliser 
application and the statistical approach was applied to allow DAISY to generate infiltration of 
water and NO3 to MIKE SHE. Firstly, the area will be divided into main land use types - 
farmland, plantation, urban areas and areas with permanent grass. Secondly, the statistics and 
the agricultural information available will be used to define sets of crop rotations and 
cropping practices, which will be distributed randomly over the farmland, as explained in 
Section 3 and 4.2.1. A simple approach for NO3 degradation in the groundwater zone was 
introduced similarly to the approach used in the Karup study (4.2.1). 

1 

The regional simulation will be used to generate the boundary conditions in the form of water 
and solute fluxes for locd' scale modelling. 

4.3 Effects of Grid Resolution 

The smallest horizontal discretization in a distributed model is the grid size, which is typically 
larger than the field scale at which parameters are determined. Running the model at large 
grid resolutions but using model parameters valid at field scale is necessary to make the 
computational demand acceptable for large catchments or regional scale applications. A 

Non-point pollution modelling with MIKE SHE 
Best Available Copy 

.l 

16 



-_ 

0 

.- 

.. . 

critical question is, therefore, how the catchment scale model output is influenced by selection 
of grid resolution. The following comparisons concern grid sizes of 1.2 and 4 km’. 

Two study areas were included in the analysis: the Karup stream catchment and the Odense 
stream catchment. The main differences between these two catchments are that where the 
Karup catchment is characterised by flat topography, coarse topsoil texture, and rather 
uncomplicated geology with unconfined conditions in the aquifer, the Odense catchment has a 
more varied topography, topsoils belonging to more fine textured classes, and more complex 
geology with confined groundwater conditions. The catchment characteristics, data 
background, and model construction are further described in UNCERSDSS (1998) and 
Refsgaard et al. (1 999). An important difference to the earlier Karup study is that data, where 
possible, was obtained fiom European data bases which influenced the model construction. 
For example, the topographic catchment rather than the groundwater catchment was 
delineated and the geological description was considerably simplified. 

Most spatial data from the EU-databases were obtained in 1 -km grid resolution and the initial 
model construction therefore corresponded to this. The grid upscaling was partly done 
automatically by the MIKE SHE model set-up-program, which uses the basic data files to 
establish a model with a larger user-specified grid resolution. However, manual adjustments 
were necessary in order to secure that the topographic representation matched the location of 
the river network while changing grid resolution and that the location of crop rotations 
matched the location of land use types. 

Key results from simulations with different grid resolution are shown in Table 3 and Table 4, 
and in Figure 8. The results show that the simulated annual runoff is almost identical and thus 
independent of grid sizes. An explanation of the minor differences is that the catchment areas 
in the 1,2 and 4 km models were not exactly identical. Thus, the root zone processes 
responsible for generating the evapotranspiration and c’onsequently the runoff do not appear to 
be scale dependent as long as the statistical properties of the soil and vegetation types are 
preserved, which is the case with the applied aggregation procedure. 

Table 3. 
resolution ( I ,  2 and 4 km). Averaged results over the five-year period 1989-1 993. Average annual 
precipitation was 884-mm year-’. 

Key resultsfrom simulation of the Karup catchment (518 km’) with varying grid 

1 km 2 k m  4 k m  Observed 

Table 4 
resolution ( I ,  2, and 4-km). Averaged results over thefive-year period 1989-1 993. Average annual 
precipitation was 805-rnm year”. 

Key results from simulation of the Odense catchment (536 km’) with varying grid 

1 km 2km 4 k m  Observed 

.._. 
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! The hydrograph shape differed significantly for the three grid sizes (not shown). For the 

Karup model, the simulation with 1 km grid reproduced the low flow conditions reasonably 
well, whereas the 2 and 4 km grids had a rather poor description of the baseflow recession in 
general and the low flow conditions in particular. For the Odense model, the simulation with 
&e 1 km grid showed too large baseflows during the low flow season, while the 2 km grid 
model obtained an appropriate level and the 4 km grid model simulated less low flow than 
observed. This indicates that there are significant effects of grid size on the stream-aquifer 
interaction that are not properly described in the applied aggregation procedure. 

The simulated nitrate concentrations in the groundwater differ considerably between the two 
catchments. Higher average concentrations are simulated in the Karup catchments compared 
to the Odense catchment (Table 3 and Toble 4). For the Karup catchment the simulated nitrate 
distributions (Figure 8) compare rather well with measured data in terms of both shape and 
level. For the Odense catchment the simulated distribution of nitrate concentrations do not 
compare very well with the measured data. 80 % of the observation wells of the Odense 
catchment showed no nitrate whereas the model simulated zero concentration in only 25 % of 
the area. Thus, the simulated nitrate concentrations in the groundwater were not clearly 
influenced by the grid size for the Karup catchment, while there appeared to be some effect 
for the Odense catchment. 

:*' -7 

The explanation of these differences is found to the different hydro-geological situations in 
the two catchments. In the Karup catchment the groundwater table is generally located a 
couple of meters below terrain surface and the horizontal flows take place in both the 
Quaternary and the Miocene sediments. Hence, independent of grid resolution, the main part 
of the horizontal groundwater flow takes place in the about 15 m of the aquifer located above 
the reduction front. Only a relatively small part of the flow lines cross the reduction front, 
below which, the nitrate is assumed to disappear. In the Odense catchment, the horizontal 
groundwater flows take place almost exclusively in the lower aquifer, of which only the upper 
3 metres are located above the reduction front. This implies that a large part of the 
groundwater flow is crossing the reduction front on its route from the infiltration zones in the 
hilly areas towards the discharge zones near the river. As the size of the grid influences the 
smoothness of the aquifer geometry, the grid size will significantly influence the number of 
flow lines crossing the reduction front and hence the nitrate concentrations. This scaling effect 
of the hydro-geological conditions is not accounted for in the present aggregation procedure. 1 

It is noticed that the nitrate concentrations are significantly lower in the Odense catchment 
compared to the Karup catchment, with respect to both the observed and the simulated values. 
The main reason for this is that the different soil properties and the smaller number of animals 
result in a lower nitrate leachmg from the root zone in the Odense catchment. 
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Karup catchment 
Distribution of groundwater concentration!? (UMmO 1993) 
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Distribution of groundwater concentrations (Ultimo 1993) 

1 

>. v 0.8 

a 
g 0.6 

f 
U 

.L 

9) > - 
5 0.4 

6 0.2 

- -1 krn 
-2 krn 
+4 krn 
+Measured 

O J  
0 20 40 60 80 100 120 

mqn 

Measured and simulated distributions of nitrate concentrations in upper groundwater in 
the Karup and the Odense stream catchments at the end of the simulation period. Measured 
distributions are based on 35 obervations in the Karup catchment and 42 observations in the Odense 
catchment. 

4.4 Uncertainty of hput Data 

A simple way to compare effects of input data would be to simulate the same area based on 
two different datasets, generated from different sources. As may be seen from Table 2, the 
Karup catchment has been simulated with different data sources, but unfortwately not for the 
same period of time. The hydrology of the Odense catchment has been simulated twice: a) by 
applying local data (the client being the County of Funen) orb) with data from the EU- 
databases (in an EU-project). It is evident that the local data produce much more convincing 

a 
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results compared to the use of EUdatabases as data source. A primary explanation of this 
I .  _ -  . J  discrepancy is the much better geological description obtained with local data. 

Effects of input uncertainty may be judged through Monte Carlo simulations. 
In the above-mentioned EU project, the uncertainty in simulated nitrate concentrations in 
groundwater aquifers was estimated using European level data sources readily available from 
standard European databases such as GISCO and EUROSTAT as the basis of the modelling. 
Where crucial data were found missing these were obtained from readily available national 
data sources. The model parameters were all assessed from these data by use of various 
transfer functions and no model calibration was carried out. Furthermore, a statistically based 
aggregation procedure, preserving the spatial distribution of soil types, vegetation types, etc. 
on a catchment basis was adopted. 

The study area used for the uncertainty analysis was the Karup catchment, which is further 
described in Styczen and Storm (1993hb). The data used for the study and the model 
construction are described in details in UNCERSDSS (1998), Refsgaard et al. (1999) and 

simulations, the DAISY model produced calculations of water and nitrogen behaviour from 
soil surface and through the root zone acting as source input to the MIKE SHE grids, which 
were allocated to agriculture. In the grids allocated to natural areas, MIKE SHE calculated the 
water percolation whereas no nitrate contribution was assumed from these areas. As the 
integration between DAISY and MIKE SHE was not made at code level when this project 
was conducted (Figure I ) ,  feedback from MIKE SHE to DAISY through fluctuating 
groundwater was not considered. A seven-year period was simulated (1987- 1993) of which 
the two first years were used for model warm-up. 

Hansen et al. (1999). The grid resolution used for the uncertainty analysis was 2 km. In the 7 

f - 

Uncertainty analyses were performed using Monte Carlo technique where the deterministic 
model was run several times using different (equally probable) realisations of the 
inputlparameter field. Ideally, all model parameters should be included in the uncertainty 
analysis. However, the MIKE SHE DAISY modelling system contain a very large number of 
input parameters, which, if all were to be treated stochastically, would require an unrealistic 
number of Monte Carlo simulations and CPU-time. Thus, a selection of only five types of 
model parameters was made using expert judgement to evaluate the expected relative 
influence of different model parameters on the type of model results, which were of particular 
interest in the present study, namely the nitrate concentrations of the aquifer. The magnitude 
of the error associated with each of the five stochastic parameters was, if possible, determined 
on the basis of information on the uncertainty related to the data source. If no information 
existed, the magnitude of the uncertainty was estimated by expert judgement. After evaluation 
of a number of test simulations, a total of 25 Monte Carlo runs were found adequate for the 
uncertainty analysis. The five stochastic parameters were 

- Daily precipitation amount. The constraints were to keep dry days dry and to normalise 
series in order to preserve the mean value over the 25 Monte Carlo runs. 

Soil hydraulic properties determined by pedo-transfer functions based on soil textural 
composition. The clay content within each texture class of the GISCO soil map was 

./ 

- 

treated stochasticdly. 

- ' Slurry composition 

- Soil organic matter content. , 

- Location of nitrate reduction front in the aquifer. 
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Most of the stochastic parameters were related to the DAISY model. DAISY was not run in 
each grid cell in the catchment but only for each of 17 crop rotation types in order to limit the 
CPU time consumption. Thus, the stochastic parameters were not treated as spatially varying, 
but rather as spatially constant values. All stochastic parameters were treated as being 
mutually independent (uncorrelated). The reason for this was that the information for 
estimating correlation between the stochastic parameters was lacking and that no high degree 
of correlation was suspected a priori. 

The key results from the Monte Carlo runs are shown in Table 5. The results are averaged over 
the five-year output period and the mean and standard deviations represent statistical values 
from the 25 Monte Carlo runs. The uncertainties on the simulated average groundwater 
concentrations are further shown in Figure 9. 

Table 5 
catchment area and over the 5 year simulation period 

Key resultsfrom 25 Monte Carlo runs. Simulation results are averaged for the entire 

Variable Mean S t .dev. cv* (%) 
Leaching from the root zone (kp ha-' year-') 65 19 29 
Groundwater concentration (mg 1-') 48 8 17 
River flow (mm year.') 464 22 5 

* Coefficient of variation 

Generally, less uncertainty was associated with the water balance component and river flow 
(CV=5 96) than to the components of the nitrogen balance i.e. nitrate leaching (CV=29 96) and 
nitrate concentrations in groundwater (CV=17 5%) (Table 5). The uncertainty of simulated river 
flow was dominated by contributions from uncertainty on soil texture (influencing soil 
hydraulic parameters) and of precipitation, whereas the uncertainties associated with 
components of the nitrogen balance were dominated by the uncertainty contributions from 
both soil texture, soil organic matter and slurry composition. 

~~~~ ~~ ~~ 

Distribution of groundwater concenbations (ultimo 1993) 
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the end of the simulation period. . X = Simulated Monte Carlo distributions (25), 0 = Determinisric 
simulation using 'best guess' paramerers, 8 = measured distribution based on 35 groundwarer 
boreholes. 

Statistical distribution of groundwater nitrate concentratio& in rhe Karup catchment by 

Non-point pollution modelling with MIKE SHE 21 



DHI SoRwarr Confamcc 1999 

(7 Uncertainty of precipitation contributed only to a minor degree to the simulated uncertainties 
of the nitrogen components despite the influence it had on the water balance. The depth of the 
reduction front appeared to have only minor influence on the uncertainty on stream water 
concentrations in the present simulations. 

The case study indicates that, for the Karup catchment, the uncertainty of the predicted nitrate 
concentrations in the aquifer at a scale of some hundreds of km2 is so relatively small that the 
methodology appears suitable for large scale policy studies. Results also show that even 
though the uncertainty of the simulated results is large at pointlfield scale, making the 
predictive capabilities questionable, it appears that the uncertainty at larger scales, where the 
point simulations are integrated in time and space, decrease considerably, making the 
simulation results appear more useful. Given the rather coarse data basis and given that no 
model calibration was performed, the simulated results of groundwater concentrations were 
remarkably good. Hence, the measured groundwater concentrations fell well within the 
predicted uncertainty intervals. As the Karup catchment is characterised as having flat 
topography and rather simple geology, it is most likely that the obtained results may differ for 
a catchment with a more varied topography and complex geology (see also Section 4.3). 

..- , 

(-- 
d 

5 Discussion and Conclusions 

For simulation of water and nitrate, the models used have proven their worth at plot or field 
scale. It is therefore not surprising that it is possible to scale up area-wise, using the same, or 
almost the same grid resolution and level of detail in the data. A major leap occurs, when 
moving from “real” to statistical data. The experience from the different studies with nitrate 
simulations has been that this leap is indeed possible. However, a critical view on the 
evaluation of output is required. Due to the fact that the input is not geo-referenced, the 
comparison with output cannot be either. The model, therefore, cannot reproduce the 
concentration at a specific location in the catchment. It can represent the statistical 
distribution of concentrations in a given layer. Integrated outputs such as streamflow can also 
be simulated through the statistical approach. 

It is interesting to notice that the distributed input (although based on statistics) is a 
requirement for a realistic result. In the UNCERSDSS project, an attempt was made to 
substitute the rotation approach by simulation of the dominant crop. The results were clearly 
erroneous. (Figure IO). The distribution of concentrations in the groundwater is very much a 
function of the interpretation of statistical data in terms of agricultural practice. This initial 
data interpretation therefore requires the necessary time and expertise. 

For simulation of annual runoff and nitrate concentrations, both of which are affected primarily 
by root zone processes, the impact of changes of grid resolution is relatively small. Contrary to 
this, the impact on hydrograph shape is consistently rather large. This finding, which also is 
documented eariier in Refsgaard (1997), indicates that the applied aggregation procedure has 
important limitations with respect to describing the stream-aquifer interactions. An important 
point is that the applied methodology is scale dependent with regard to hydrograph simulation; 
hence a change of grid size generates a need for recalibration of parameters responsible for 
baseflow recession and low flow simulation. 

./ 
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The Monte Carlo simulation exercise showed that it is possible to use Monte Carlo 
simulations to provide a good estimate of uncertainties in simdated groundwater 
concentrations if the basic model description is reliable. This makes simulation results more 
valuable for decision making. 

-_ 

Thus, the conclusion is that the data requirements seldom pose insurmountable problems for 
regional modelling, if the models used are considered reliable for the conditions to be 
investigated and if the aggregated results are sufficient for the decisions to be taken. For most 
political decision, it is the aggregated output, which are required. However, attention must be 
paid to the geology of the area, which is not adequately described in databases at EU level. 
National databases may, however, contain adequate data. 
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Figure 10 
end of the simulation period (Karup catchment). 

Observed and simulated distribution of nitrate concentrations in the groundwater at the 

For pesticides the picture is somewhat less clear at present. Generally, the pesticide models 
produce less convincing results than the other mentioned models, not least because the 
precision required of the simulations is very high. For comparison, the drinking water 
requirements state a concentration of less than 0.1 pgA. If the pesticide application is 1 k o a  
and the application area is Eastern Denmark, ,it is necessary to precisely account for the last 
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n 1/5000 of the applied chemical. Heterogeneity may turn out to be of greater importance for 
i ,  such simulations than for e.g. nitrate. The results of the ongoing projects should indicate 

whether the statistical approach is valid also for this type of simulations. 
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Abstract 

Groundwater pollution from non-point sources, such as nitrate from agricultural activities. is a problem of increasing 
concern. Comprehensive modelling tools of the physically based type are well proven for small-scale applications with 
good data availability, such as plots or small experimental catchments. The two key problems related to large-scale simulation 
are data availability at the large scale and model upscaling/aggregation to represent conditions at larger scale. This paper 
presents a methodology and two case studies for large-scale simulation of aquifer contamination due to nitrate leaching. Readily 
available data from standard European level databases such as GISCO, EUROSTAT and the European Environment Agency 
(EEA) have been used as the basis of modelling. These data were supplemented by selected readily available data from national 
sources. The model parameters were all assessed from these data by use of various transfer functions. and no model calibration 
was carried out. The adopted upscaling procedure combines upscaling from point to field scale using effective parameters with a 
statistically based aggregation procedure from field lo catchment scale, preserving the areal distribution of soil types, vegetation 
types and agricultural practices on a catchment basis. The methodology was tested on two Danish catchments with good 
simulation results on water balance and nitrate concentration distributions in groundwater. The upscalinglaggregation proce- 
dure appears to be applicable in many areas with regard to root zone processes such as runoff generation and nitrtte leaching. 
vhile it has important limitations with regard to hydrograph shape due to its lack of accounting for scale effects in relation to 

stream aquifer interaction. 0 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Upscaling: Databases; Non-point pollution: Nitrate leaching: Distributed model: Water balance 

1. Introduction 

Groundwater is a significant source of freshwater 
used by industry, agriculture and domestic users. 
However, increasing demand for water. increasing 
use of pesticides and fertilisers as well as atmospheric 
deposition constitute a threat to the quality of ground- 
water. The use of fenilisers and manure leads to the 

* Corresponding author. 
€-mil  uddvss: jcr@dhi.dk (J.C. Refspaard) 

leaching of nitrates into the groundwater and atmo- 
spheric deposition contributes to the acidification of 
soils that may have an indirect effect on the contam- 
ination of water. 

In Europe, for instance. the present situation is 
summarised in EEA (1995). where it is assessed that 
the major part of aquifers in Northern and Central 
Europe are subject to risk of nitrate contamination 
amongst others due to agricultural activities. There- 
fore, policy makers and legislators in EU are 
concerned about the issue and a number of preventive 

W021-1694/99/$ - see front marfer G 1999 Elsevier Science B.V. All rights reserved. 
' .  PII: SOO27- 1694(  99)0008 1-5 
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legislation steps are being taken in these years (EU 
Council of Ministers, 1991; EC. 1996). 

In the scientific community, concerns on ground- 
water contamination have motivated the development 
of numerous simulation models for groundwater qual- 
ity management. Groundwater models describing the 
flow and rranspon mechanisms of aquifers have been 
developed since the 1970s and applied in numerous 
pollution studies. They have mainly described the 
advection and dispersion of conservative solutes. 
More recently, geochemical and biochemical reac- 
tions have been included to simulate the transport 
and fate of pollutants from point sources as industrial 
and municipal waste disposal sites, see eg. Mangold 
and Tsang (1  991); Engesgaard et al. (1996) for over- 
views. Fewer attempts have been made to simulate 
non-point pollution at catchment scale resulting 
from agricultural activities, see e.g. Thorsen et al. 
(1996); Person et al. (1996) for overviews. The 
approaches range from relatively simple models 
with semi-empirical process descriptions of the 
lumped conceptual type such as ANSWERS (Beasley 
et ai., 1980). CREAMS (Knisel, 1980; Knisel and 
Williams, 1995). GLEAMS (Leonard et al., 1987), 
SWRRB (Arnold and Wiliams, 1990; Arnold et al., 
1995) and AGNPS (Young et al., 1995) to more 
complex models with a physically based process 
description. The physically based models are most 
commonly one-dimensional leaching models, such 
as RZWQM (DeCoursey et al., 1989, 1992). Daisy 
(Hansen et al., 1991) and WAVE (Vereecken et al., 
199 1 ; Vanclooster et al., 1994, 1995), which basically 
describe root zone processes only, while true. 
spatially distributed, catchment models based on 
comprehensive process descriptions, such as the 
coupled MIKE SHWDaisy (Styczen and Storm, 
1993), are seldom reported. The simple conceptual 
models are attractive because they require relatively 
less data, which are usually easily accessible, while 
the predictive capability of these models with regard 
to assessing the impacts of alternative agricultural 
practises is questionable due to the semi-empirical 
nature of the process descriptions. On the contrary, a 
key problem in using the more complex catchment 
models operationally lies in the generally large data 
requirements prescribed by the developers of such 
model codes. However, due to the better process 
descriptions these models may for some types of 

application be expected to have better predict]\ 
capabilities than the simpler models (Heng and Niko 
laidis, 1998). 

Input data for the complex catchment models havl 
traditionally been available in practise only for smal 
areas such as experimental research catchment! 
However. as more and more data have been gatherel 
in computerised databases and, in panicular. i: 
Geographical Information Systems (GIs), the dat 
availability has improved significantly. Further 
experience from case studies indicates that a consid 
erable part of the input data may be derived fror: 
statistical data and more general databases (Styczey 
and Storm, 1995). 

The database of EUROSTAT, the statistical offic( 
of the European Commission. holds statistical i- --I 

mation about different topics from all Member. .c' 

of the European Union. Agricultural statistics provid 
information on main crops, on the structure of agri 
cultura1,holdings and crop and on animal productior 
Environment statistics provide figures on impacts c 
other sector's work on the environment, such as fen] 
liser ana pesticide input. groundwater withdraws; 
water quality or manure production on animz 
farms. These figures are mostly aggregated an 
published on national level. 

In order to use these statistics in a spatially distrit 
uted simulation model, the information needs to b 
spatially referenced to represent a unit on the grounc 
Therefore the statistical information needs to b 
linked to a GIS data set. Such GIS data is stored i 
the GlSCO (Geographic Information System of th 
European Commission) database. The GISCO . 

base holds spatial data about administrative b w x  
aries down to commune level, thematic data se! 
such as the soil database, CORINE land cover (man: 
ged by the EEA) or climatic time series for about 200 
measuring stations in the European Union. 

Thus on one hand, there is a clearly expressed nee 
from decision makers at national and internation; 
level to have tools, which on the basis of readily avai 
able data can predict the risks of groundwater poll1 
tion from non-point sources and the impacts ( 

alternative agricultural management practices; arl 
on the other hand, the scientific community hi 

achieved new knowledge and developed new too 
aiming at this. However, there are some imponar 
gaps to be filled before the scientifically based too 
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Fig. 1 .  Schematic structure of the MIKE SHE. 

can be applied operationalIy for supporting the deci- 
sion makers: 

The physically based models are very promising 
tools for assessing the impacts of alternative agri- 
cultural practises. but have so far been tested on 
plot scale and very small experimental catchments. 
whereas the need from a policy making point of 
view mainly relates to application on a much larger 
scale. Hence, there is a need to derive and test 
methodologies for upscaling of such models 'to 
run with model grid sizes one to two order of 
magnitudes larger than usually done. 
Readily available data on large (national and inter- 
national) scales do exist, although in a somewhat 
aggregated form. However, such data have not yet 
been used as the basis for comprehensive model- 
ling, which so far always have been based on more 
detailed data. often from expenmental catchments. 
Hence, there is a need to test to which extent these 
readily available data are suitable for modelling. 
There is a need to assess the predictive 

uncertainties, before i t  can be evaluated whether 
the approach of combining complex predictive 
models with existing data bases is of any practical 
use in the decision making process or whether the 
uncertainties are too large. 

This paper presents results from a joint EU research 
project on prediction of non-point nitrate contamina- 
rjon at catchment scale due to agricultural activities. 
Other results from the same study focussing on uncer- 
tainty aspects are presented in UNCERSDSS (1998), 
Refsgaard et al. (1998a. 1999) and Hansen et ai. 
( 1999). 

2. Methodology 

2. I .  Materials and methods 

2. I .I. MIKE SHE 
MIKE SHE is a modelling system describing the 

flow of water and solutes in a catchment in a distrib- 
uted physically based way. This implies numerical 



solutions of the coupled partial differential equations 
for overland (2D) and channel flow (ID). unsaturated 
flow (1D) and saturated flow (3D) together with a 
description of evapotranspiration and snowmelt 
processes. The model structure is illustrated in Fig. 
1. For further details reference is made to the literature 
(Abbon et al., 1986; Refsgaard and Storm, 1995). 
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processes in the agricultural areas. As Daisy is or 
dimensional, one Daisy run in principle should 
carried out for each of MIKE SHE'S horizon 
grids. However. several MIKE SHE grids are assum 
to have identical root zone properties (soil. crop, ag 
cultural management practices. etc.), so that in p r ~  
tise the outputs from each Daisy run can be used 
input to several MIKE SHE grids. 

2.1.2. Daisy . 

Daisy (Hansen et al., 1991) is a one-dimensional 
physically based modelling tool for the simulation 
of crop production and water and nitrogen balance 
in the root zone. Daisy includes modules for descrip- 
tion of evapotranspiration, soil water dynamics based 
on Richards' equation, water uptake by plants, soil 
temperature, soil mineral nitrogen dynamics based 
on the advection-dispersion equation, nitrate uptake 
by plants and nitrogen transformations in the soil. The 
nitrogen transformations simulated by Daisy are 
mineralization-immobilization turnover, nitrification 
and denitrification. In addition, Daisy includes a 
module for description of agricultural management 
practices. Details on the Daisy application in the 
present study are given by Hansen et al. (1999). 

2.1.3. MIKE SHWDaisy coupling 
By combining MIKE SHE and Daisy, a complete 

modelling system is available for the simulation of 
water and nitrate transport in an entire catchment. In 
the present case the coupling is a sequential one. Thus 
for all agricultural areas, Daisy first produces calcula- 
tions of water and nitrogen behaviour from the soil 
surface and through the root zone. The percolation of 
water and nitrate at the bottom of the root zone simu- 
lated by Daisy, is then used as input to MIKE SHE 
calculations for the remaining part of the catchment. 
For natural areas, MIKE SHE calculates also the root 
zone processes assuming no nitrate contribution from 
these areas. Owing to the sequential execution of the 
two codes, it has to be assumed that there is no feed 
back from the poundwater zone (MIKE SHE) to the 
root zone (Daisy). Further, overland flow generated by 
high intensity rainfall (Hortonian) cannot be simu- 
lated by this coupling, while overland flow due to 
saturation from below (Dunne) can be accounted for 
by MIKE SHE. 

Thus, MIKE SHE does not in the present case 
handle evapotranspiration and other root zone 

2.2. Data availability at European databases 

Input data for modelling at the European scale ne 
to satisfy certain requirements to make them useful f 
large-scale applications: 

0 The data must be available for the whole 
Europe. 

0 The data must be harmonised according IO 
common nomenclature in order to avoid regior 
or national inconsistencies. 

0 The data should be available in a seamless da: 
base. 

0 The data should be available from one sing 
source to avoid regional or national inconsiste 
cies. 

0 The data should be available in a format which c 
be directly integrated into a Geographical Infonr 
tion System (GIs). 

Attached to the use of "European" data sets are a1 
certain problems. The data are generalised 
geometric as well as in thematic detail, local partic 
larities which are especially important for hydrolo; 
cal simulations are not always accounted for -* 

information that is required for specific rnoatlii 
objectives is not directly available on Europe 
level demanding the establishment and use of trans1 
functions instead. On the contrary, information 
sometimes too specific when it has been collected 
the framework of a particular research project, e 
information on a particular soil property is bei 
collected in natural soils but not in agricultural soi 

Given these formal requirements, a first task of t 
project was to study the availability of data sets suit 
for large-scale hydrological modelling of grour 
water contamination from diffuse sources. Af 
intensive searches of on-line data catalogues, pay 
publications and direct contacts with organisatio 
holding relevant information, i t  was possible 

, \  
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Table I 
Data sources for European scale hydrological modelling 

Potential data source 
identified in European data modelling 
base 

Source actually used for Scale of available data used 0 Data 

Topo,wphy 
Soil type 
Soil organic matter 

Vegetation 
River network and river 
cross sections 
Geology 

. . Groundwater abstraction 

Management practices 
crop type 

Livestock density 

Fertilizer consumption 

Manure production e. 
Atmospheric deposition 
Climatic variables 
River runoff 

USGS4GlSCO 
GISCO soil map 
R I V M ~  report 

EEA: CORINE land cover 
DCWd 

Report on groundwater 
resources in Denmark EC. 
1982) RIVM-digiral map 
data of report. 
Report on groundwater 
resources in Denmark (EC. 
1982) RIVM-digitaI map 
data of report 
SC-DLO‘ repon 
Eurostat-Regional Statistics 

Eurostat-Regional Statistics 
Eurostat-Eurofarm 
Eurostat-Environmental 
Statistics 
Eurostat-Environmental 
Statistics 
MARS project 
MARS project‘ 
GRDCS 

USGS/GISCO 
GISCO soil map 
Experience value for Danish 
arable soilsc 
EEA: CORIM land cover’ 
Provided by an application 
developed within the project 
Report on poundwater 
resources in Denmark (EC. 
1982) 

l h g r i d  
Ikmgrid 
Denmark 

1 h g r i d  
1I ;mpid  

County. Le. approximately 
3.000 km’ 

Report on groundwater 
resources in Denmark (EC. 
1982) 

Plantediiektoratet (1996) 
A~cu l tu ra l  Statistics (1995) 

Agricultural Statistics (.1995) 

Agricultural Statistics (1995) 

Agricultural Statistics (1 995) 

National data 
National data 
National data 

Commune. i.e. 
approximately 200 km’ 

Denmark 
County. i.e. approximately 
3000 km’ 
County. i.e. approximately 
3000 h‘ 
County, i.e. approximately 
3000 km2 
County. i.e. approximately 
3000 km’ 
Denmark 
Denmark 
Catchment 

a USGS-United States Geological Sumey. 
WM-National Institute of Public Health and the Environment of The Netherlands. 
RlVM data only include natural areas. not arable land. Instead the figure was assessed on the basis of previous experience with Danish 

- apicultural soils. 
* DCW-Digital Chart of the World. 
‘ SC-DLO-Winand Staring Centre, The Netherlands. 

E GRDC-Global Runoff Data Centre. database mainly for large river basins. 
MARS-Monitoring Apiculture by Remote Sensing database. I 

identify sources for all the information requirements. 
However, after evaluation of all the potential sources 
the following deficiencies became apparent: 

Not all information was available in spatially refer- 
enced GIS format, therefore other sources such as 
tables and statistics had to be considered. 
Not all information was available from 
“European” databases, finally national sources 
had to be considered. For these national sources 
strict requirements in terms of ease of availabil- 0 

ity. data quality and data comparability were 
imposed. 
The scale of the available data was often too coarse 
for the application. Global data sets with 1 x 1” 
longitudeflatitude resolution are often not detailed 
enough. 

The potential “European scale” data sources and the 
data sources which ultimately was used for the model 
are shown in Table 1. 

Data about climatic variables were obtained from 

. .  
J 
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the national meteorological institutes and river runoff 
from the national hydrological institutes. These data 
were only available from national sources. but on the 
contrary these data are probably the most easily avail- 
able (if the issue of price charges is disregarded) and 
the most easily comparable due to international 
harmonised measuring techniques at these organisa- 
tions. Regional statistics on Denmark obtained from 
EUROSTAT proved to be not detailed enough 
(country level only). The required statistical infonna- 
tion could easily be recovered from Danish national 
statistics. 

Cost estimates for the compilation of the database 
have only been undertaken to a limited extent. The 
project data itself have mostly been obtained in 
exchange for the anticipated project results, i.e. at 
no cost. The main data that in a fully commercial 
environment cost a substantial amount of money are 
meteorological data which are available from the 
national meteorological institutes (Kleeschulte. 
1998). 

0 

2.3. Change of scale 

Large scale hydrological models are required for a 
variety of applications in hydrological, environmental 
and land surface-atmosphere studies, both for research 
and for day to day water resources management 
purposes. The physically based models have so far 
mainly been tested and applied at small scale and 
therefore require upscaling. The complex interactions 
between spatial scale and spatial variability is widely 
perceived as a substantial obstacle to progress in this 
respect (Bloschl and Sivapalan. 1995; and many 
others). 

The research results on the scaling issue reported 
during the past decade have, depending on the parti- 
cular applications, focussed on different aspects, 
which may be categorised as follows: 

Subsurface processes focussing on the effect of 
geological heterogeneity. 
Roof :one processes including interactions 
between land surface and atmospheric processes. 
Sugace wafer processes focussing on topographic 
effects and stream-aquifer interactions. 

The effect of spatial heterogeneity on the descnp- 
tion of subsurface processes has been the subject of 

comprehensive research for two decades. see e.: 
Dagan (1986) and Gelhar (1986) for some of the 
first consolidated results and Wen and Gomez- 
Hernindez (1996) for a more recent review, mainl! 
related to aquifer systems. The focus in this area is 
largely concerned with upscalins of hydraulic 
conductivity and its implications on solute transpon 
and dispersion processes in the unsaturated zone and 
aquifer system. typically at length scales less than 
1 km. 

The research in the land surface processes has 
mainly been driven by climate change research 
where the meteorologists typically focus on length 
scales up to IOOkm. Michaud and Shuttelwonh 
(1997), in a recent overview, conclude that substantial 
progress has been made for the description of su 
energy fluxes by using simple aggregation rules. SCII- 
ers et al. (1997) conclude that “it appears that simple 
averages of topographic slope and vegetation para- 
meters can be used to calculate surface energy and 
heat fluxes over a wide range of spatial scales, from 
a few meters up to many kilometers at least for grass- 
land and sites with moderate topography”. An inter- 
esting finding is the apparent existence of a threshold 
scale, or representative elementary area (REA) for 
evapotranspiration and runoff generation processes 
(Wood et al., 1988, 1990, 1995). Famiglietti and 
Wood (1995) concludes on the implications of such 
an REA in a study of catchment evapotranspiration 
that “the existence of an REA for evapotranspiration 
modelling suggests that in catchment areas smaller 
than this threshold scale. actual patterns of md-1 
parameters and inputs may be imponant fa 
governing catchment-scale evapotranspiration rates 
in hydrological models. In models applied at scales 
greater than the REA scale, spatial patterns of domi- 
nant process controls can be represented by their 
statistical distribution functions”. The REA scales 
reported in the literature are in the order of 1-5 km2. 

The research on scale effects related to topography 
and stream-aquifer interactions has been rather 
limited as compared to the above two areas. Saulnier 
et al. (1997) have examined the effect of the grid sizes 
in digital terrain maps (DTM) on the model simula- 
tions using the topography-based TOPMODEL. They 
concluded that in particular for channel pixels the 
spatial resolution of the underlying DTM is important. 
Refsgaard (1997) using the distributed MIKE SHE 

1 
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Scale terminology Model representation Upscaling Length 
scale procedure 

-5 kin 

io-200 m 

: 1Ocm 

model to the Danish Karup catchment with grid sizes 
of 0.5, 1, 2 and 4 km. found that the discharge hydro- 
e oraph shape was significantly affected for the 2 and 
4 km grids as compared to the almost identical model 
results with 0.5 and 1 km grids.^He concluded that the 
main reason for this change was that the density of 
smaller tributaries within the catchment was smaller 

Many researchers doubt whether it is feasible to use 
the same model process descriptions at different 
scales. For instance Beven ( 1995) states that ". . . the 
aggregation approach towards macroscale hydrologi- 
cal modelling, in which it is assumed that a model 
applicable at small scales can be applied at larger 
scales using *effective' parameter values, is an inade- 
quate approach to the scale problem. It is also unlikely 
in the future that any general scaling theory can be 
developed due to the dependence of hydrological 
systems on historical and geological penurbations". 
We have experienced some of the same problems 
and agree that it is generally not possible to apply 
the same model without recalibration at small and 
large scales. Therefore, we have used another 

, for the models with the larger grids. 

vWprve varai biliy 1 
of soil and crop 

Upscaling: 
same quations 
effective parameters 

. - .  tor each soil and 
ernn tvne 

E W v e  (wid s e e )  p.nmek 

---I- -,r- I 

mtlca~)~-brrsd model . 
Wnt s a l e  equaUon~pu8mc(srr 

Fig. 7. .Schematic representation of upscalindaggepation procedure 

approach based on a combination of aggregation and 
upscaling in accordance with the principles recom- 
mended by Heuvelink and Pebesma (1998). The 
scale terminology and the upscaling procedure 
adopted here are as follows (Fig. 2): 

0 The basic modelling system is of the distributed 
physically based type. For application at poinr 
scale (where it is not used spatially distributed) 
the process descriptions of this model type can be 
tested directly against field data. 
The model is in this case run with (equations and) 
parameter values in each horizontal grid point 
representing field scale (50-200 m) conditions. 
The field scale is characterised by 'effective' soil 
and vegetation parameters, but assuming only one 
soil type and one cropping pattern. Thus the spatial 
variability within a typical field is aggregated and 
accounted for in the 'effective' parameter values. 
The smallest horizontal discretization in the model 
is the grid scale or grid size (1 -5 km) that is larger 
than the field scale. This implies that all the varia- 
tions between categories of soil type and crop type 

Comparison 
with field data 

Statistical properties 
at catchmen: scale 

Statistical 
propenies 

Not relevant 

Statistical 
properties 

Direct 

Best Available Copy 
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Fig. 3. Locations of the Karup'and Odense catchments in Denmark. 

within the area of each grid cannot be resolved and 
described at the grid level. Such input data whose 
variations are not included in the grid scale model 
representation, are distributed randomly at the 
catchment scale so that their statistical disuibu- 
tions are preserved at that scale. 
The results from the @d scale modelling are then 
aggegated to carchmenr scale (10-50 km) and the 
statistical properties of model output and field data 
are then compared at catchment scale. 
For applications to larger scales than catchment 
scale, such as continenral scale, the catchment 
scale concept is used, just with more grid points. 
This implies that the continental scale can be 
considered to consist of several catchments, within 
each of which the field scale statistical variations 
are preserved and at which scale the predictive 
capability of the model thus lies. 

In the upscaling procedure a distinction is made 

between the terms upscaling and aggregation. Thus. 
spatial attributes are aggregated and model para- 
meters are scaled up. A principal difference between 
aggregation and upscaling is that whereas aggregp" -I 
can be defined irrespective of a model operatin, ri 

the aggregated values, upscaling must always be 
defined in the context of a model that uses the para- 
meters that have been scaled up (Heuvelink and 
Pebesma. 1998). In this respect the main principle 
of the upscaling procedure can be summarised as 
follows: 

0 Upscale model from point scale to field scale. 
0 Run model at grid scale using field scale para- 

meters in such a way that their statistical properties 
are preserved at catchment scale. 
Aggregate grid scale model output to catchment 
scale. 

This methodology mainly attempts to address scal- 
ing within the second of the above fields, namely root 
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mne processes. while scaling in relation toJsubsurface 
processes and stream-aquifer interaction has not been 
considered when designing the present upscaling 
procedure. The methodology has some complications 
and critical assumptions: 

0 The assumption of upscaling from point scale to 
field scale is crucial. This assumption is documen- 
ted to be fulfilled in many cases (Jensen and 
Refspaard 1991a-c; Djuurhus et al., 1999), but 
may fail in other cases (Bresler and. Dagan, 
1983). for instance in areas where overland flow 
is a dominant flow mechanism. 

0 Running the model at grid scale but using model 
parameters valid at a field scale, which is typically 
2 to 3 orders of ma,pitude smaller, is necessary to 
make the computational demand acceptable for 
catchment and continental scale applications. The 
solution to this is to assign inputs on soil and vege- 
tation types not correctly georeferenced but such 
that their statistical distribution at catchment scale 
is preserved. This implies that results at grid scale 
are dubious and should not be used. The agsega- 
tion step up to catchment scale is therefore essen- 
tial. 
While the statistical properties of the critical 
root zone parameters due to the aggregation 
step have been preserved at catchment scale 
this is not the case for the geological. topogra- 
phical and stream data which are used directly 
at the grid scale. A critical question is there- 
fore. how the catchment scale model output. 
due to these other data, are influenced by selec- 
tion of grid scale. Here, investigations with 1. 2 
and 4 km grids are made. 

3. Application 

3.1. Modelling approach for  the Karup and Odense 
catchments 

The modelling studies have focussed on two 
aspects, namely the feasibility of using coarse aggre- 
gated data available at European level databases, and 
the effect of the upscaling procedure. The modelling 
aims at describing the integrated runoff at the catch- 

ment outlet and the distribution function of the nitratt. 
concentrations sampled from available wells wer the 
catchment (aquifer). On this basis the follo\vinf 
approach has been adopted: 

1. Simulation models have been established for 
two catchments in Denmark. Karup A and 
Odense A (Fig. 3). in the following denoted 
the Karup and Odense models. respectively. 
The topographical areas for the Karup catch- 
ment gauging station 20.05 Hagebro is 
51 8 km’. Correspondingly. the catchment area 
at the gauging station used for the model vali- 
dation tests in the Odense catchment. 45.26 
Ejby Mglle, is 536km’. The most detailed 
studies were carried out for the Karup catch- 
ment, while the results for the Odense catch- 
ment were included mainly to check the 
generality of the conclusions derived from the 
Karup catchment. 

2. The models are established directly from the 
European level databases and all input parameter 
values are assessed from these data or in a prede- 
fined objective way from experience values 
obtained from previous model studies. Thus, the 
models are not calibrated at all. 

3. The results of the models are compared with field 
data. on which basis the model performance is 
assessed. 

4. The effects of upscaling have been examined in 
two ways: 

The models are run with different grid sizes (1.2 
and 4 km) and the results compared. 
For the Karup catchment two different proce- 
dures have been compared. namely: 

the upscaling/aggregation procedure described 
above (Fig. 2). which according to its represen- 
tation of agricultural crops is denoted ‘distribu- 
ted’: 
a simpler procedure where the agricultural crops 
are upscaled all the way from field scale to 
catchment scale. This implies that one crop 
type represents all the agricultural areas. The 
dominant crop in the area. namely winter 
wheat, has been selected as the crop for the 
70% agricultural area. while the 30% natural/ 
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Fig. 4. Surface topography. Catchment delineation and river network for the Kmp:EU model. 

urban areas remain as the only other vegetation 
type. This procedure is denoted 'uniform'. 

runoff multiplied by the upstream catchment are3 
that can be estimated from the DEM. 

3.2. Kamp model 

The river slope corresponds to the slope of the 
surrounding surface. which can be derived from 
the DEM. 
The cross-section has a trapezium shape w 3.2.1. Catchment and river system 

branches 

fixed given angle and relation between depth and 
width. 

cross-section can be determined by the Manning 
formula with a given Manning number. 

The catchment area and locations of the river 

use of standard ARCAnfo functionalities. The gener- ' 

ated catchment areas for 1, 2 and 4 km grids were 
within 4qo of the correct one at station 20.05 Hagebro. 

4, were generated from the DEM by 
0 The relation between discharge, slope and river 

The river cross-sections were subsequently automati- 
cally derived on the basis of the following assump- 
tions: 

Most areas in Denmark are drained in order to make 
the land suitable for agriculture. Agricultural areas are 
typically anificially drained with tile drains in combi- 

The bankful discharge (i.e. water flow up to top of 
cross-section) corresponds to a typical annual 
maximum discharge. This characteristic discharge 
is funher assumed uniform in terms of specific 
runoff (1 s-'km-'), so that the actual discharge 
at any cross section is estimated as the specific 

nation with small ditches. Other areas may be natu- 
rally drained by creeks and rivers. It is not possible to 
include a detailed and fully correct drainage descrip- 
tion in a coarse model like the Karup model. More- 
over. detailed information on drainage network is not 
available. Therefore, when establishing a coarse scale 

". . . 
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model. a lumped description must be used. In the 
present case it is simply assumed that the entire catch- 
ment area is drained and that the drains are located 
1 m below ground surface. Drainage water is 
produced whenever the groundwater table is located 
above this drainage level. Drainage water is routed to 
the nearest river node where it contributes as a source 
to the river flow. Routing of groundwater to the drains 
and further to the ultimate recipient is in MIKE SHE 
described using a linear routing technique. where a 
time constant is specified by the user. In this case a 
time constant of 2.3 X lo-' s-' was used correspond- 
ing to an average retention time (in the linear reser- 
voir) of 50 days. This time constant represents a 
typical value for Danish catchments. 

3.2.2. Soil propenies 
The soil texture classes in a 1 X 1 km resolution 

were provided by the GlSCO soil data base. The 
texture classes were translated into soil parameters 
in terms of hydraulic conductivity functions and soil 
water retention curves using pedo-transfer functions 
(Cosby et al., 1984). According to the GISCO the 
Karup catchment is covered by coarse sandy soil for 
which the following key parameter values were esti- 
mated: (a) saturated hydraulic conductivity 
K, = I .7 x d s ;  (b) moisture content at satura- 
tion 6, = 40 vel%; (c) moisture content at field capa- 
city OFC = 20 ~01%: and (d) moisture content at 
wilting point Owp = 6 ~01%. 

A specific problem was related to assessment of soil 
organic matter, which is an important parameter for 
nitrogen turnover processes. As indicated in Table I 
such information was not identified in any of the 
European data bases. Instead a value based on 
previous experience (Lamm, 1971) with Danish azri- 
cultural soils was estimated. In the plough layer (0- 
20 cm) a value of l.S%C was used. and this value 
decreased rapidly with depth to a minimum of 
O.Ol%C below 1 m depth. 

3.2.3. Hydrogeology 
The geological perception of the area and the basis 

for estimation of the hydrogeological parameters used 
in the model are all based on EC (1982). where the 
aquifer is described as composed of two main geolo- 
gical layers. 

The upper layer is Quaternary sediments consisting 

of sands and gravel. The transmissivity of these sedi- 
ments are assessed to be in the order of 2 X lo-.' m-15 
and the thickness about 15 m (EC. 1982). This leads 10 

a horizontal hydraulic conductivity of 1.3 X lo-' m / s  
that was used in the model calculations. An anisotropy 
factor of 10 between horizontal and venical hydraulic 
conductivities was assumed leading to a vertical 
hydraulic conductivity of 1.3 X lo-' d s .  Moreover. 
a specific yield of 0.2 and a storage coefficient of 

Below the Quaternary sediments there are Miocene 
quarts-sand sediments with a relatively high uansmis- 
sivity of 3 X m'/s and a thickness of typically 
10-20 m (EC, 1982). Hence. in the model a thickness 
of 15 m has been used. This leads to a horizontal 
hydraulic conductivity of 2 . 0 ~  ds. The same 
assumptions on anisotropy. specific yield and storage 
coefficients as for the Quaternary sediments were 
applied for the Miocene sediments. 

EC (1 982) provides information on groundwater 
abstraction on a commune (local administrative unit) 
basis. The Miocene sediments are described as suita- 
ble for drinking water supply. why it is assumed that 
all groundwater abstractions are made from these 
sediments that are the lower layer in the model. The 
total abstraction is given as 13 X lo6 m3/year. T h e  
exact location of the individual water supply wells 
is not given in EC (1982). and has been evenly distrib- 
uted among 10-20 model grids located along the river 
system. 

The location of the reduction front in the aquifer is 
an imponant parameter for nitrate conditions. As 
percolation water containing nitrate moves into 
areas with reduced geochemical conditions the nitrate 
will disappear. No information on this important para- 
meter was provided in EC ( 1982). It was assumed that 
the front separating oxic and reduced aquifer condi- 
tions all over the aquifer is located in the Miocene 
sediments. 3 m below the interface to the Quaternary 
sediments. This corresponds to a location 18 m below 
the terrain surface. 

m-' was assumed. 

3.2.4. Hydrometeorology 
Time series of daily precipitation and temperature 

based on standard meteorological stations within the 
catchment was used. In addition, monthly values of 
potential evapotranspiration were calculated by the 
Makkink equation on the basis of climate data from 
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the synoptic station at Karup airpon. The data from 
. synoptic stations are generally easily available inter- 

nationally. 

3.2.5. Crop growth, evapotranspirarion and nitrare 
leaching model 

were obtained from Agricultural Statistics (1995) and 
converted to slurry production using standard values 
for nitrogen content. Based on typical crop rotations 
proposed by The Danish Agricultural Advisory 
Centre and the constraints offered by crop distribution 
and livestock density two canle farm rotations, one 
pig farm rotation and one arable farm rotation were 
constructed. In order to capture the effect of the inter- 
action between weather conditions and crops, simula- 
tions were performed in such a way that each crop at 
its particular position in the considered rotation 
occurred exactly once in each of the years, which 
resulted in a total of 17 crop rotation schemes. 
These 17 schemes were distributed randomly over 
the area in such a way that the statistical distribution 
was in accordance with the agricultural statistics. 

To simulate the trend in the nitrate concentra- 
tions in the groundwater and in the streams, it is 
necessary to have information on the history of 
the fertiliser application in space and time. In 
Denmark, norms and regulations for fertilisation 
practice are defined (Plantedirektoratet, 1996) 
which regulate the maximum amount of nutrients 
allowed for a particular crop depending on fore- 
fruit and soil type, and in addition, provide norms 
for the lower limit of nitrogen utilisation for 
organic fenilisers. It was assumed that the farmers 
follow the statuary norms, and that the proportion 
of organic fertiliser to the individual crop in a 
rotation is proportional to the production of 
organic fertiliser in the rotation and to the relative 
nitrogen demand of the crop (the fertiliser norm of 
the particular crop in relation to the fertiliser norm 
of the rotation). Based on estimated application 
rates of organic and mineral fertilisers to the indi- 
vidual crops each year, the Daisy model simulated 
time series of nitrate leaching from the root zone 
for each agricultural grid. The MIKE SHE model 
then routed these fluxes further through the 
unsaturated zone and in the groundwater layers 
accounting for dispersion and dilution processes 

I Distributions of crop types and livestock densities 

0 

0 

and finally into the Karup stream where the intz 
grated load from the entire catchment w3s est1 
mated. 

The parameterisation of the Daisy model i. 
adopted from previous studies. The basil 
processes and standard parameter values wen 
originally assessed from results of Danish agricul 
tural field experiments (Hansen et al., 1990). A. 
then the process description and standard para 
meters have only been subject to minor modifica 
tions in connection with model tests against dat: 
from The Netherlands. Germany, Denmark an< 
Slovakia, (Hansen et a1 1991; Jensen et al. 1994 
1996, 1997; Svendsen et al, 1995). Hence, tht 
parameters related to both, evapotranspiration 
water balance processes and to the nitrogen -7 

formation processes have, except for the soil p-. d 
meters described in Section 3.2.3, been taken a. 
the standard values. More details on the paramete 
values, their assessed uncertainties and result. 
from the Daisy simulations are provided i r  
Hansen et al. (1999). 

3.2.6. Boundan7 and inirial condirions 
In addition to precipitation and groundwate: 

abstraction rates the following boundary condition! 
are used: 

0 The area included in the catchment is per definitior 
a hydrological catchment as based on topography 
Thus a zero-flux boundary is used along the catch. 
ment boundaries. also for the aquifer layers. Thc 
bottom of the model is considered impermea' 

0 For all upstream river ends a zero-flux bour,,,! 
condition is applied. For the downstream end, i 

constant water level was applied. 

The most imponant initial conditions are the moist- 
ure content in the unsaturated zone and the elevatior 
of the groundwater table. The initial soil moisturc 
content was assumed equal to field capacity, whilc 
the initial groundwater tables was assumed equal tc 
the groundwater tables after a seven years simulatior 
period with guessed initial conditions. The model war 
run for seven years (1 987- 1993). In order to reducc 
the importance of uncertain initial conditions, the twc 
first years were considered as a 'warming-up period' 
and the last five years were considered the simulatior 
period. 

.. _-' 
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Table '1 
Water balance in mdyear for the Karup catchment at station 20.05 Hagebro (518 km') 

Recipi tation River flow Observed 

Model 1 km grid Model 2 km grid Model 4 km ,srid 
~ ~ 

1989 812 428 392 353 460 

1991 863 446 441 424 449 
1992 891 499 53 I 527 437 
1993 835 434 425 405 431 
Average 884 460 461 444 45 I 

I990 1020 496 518 512 476 

3.3. Odense model 

The same procedure as outlined above for the 
- Karup model was followed. The two main differ- 

ences as compared to the Karup catchment are 
that the top soil belong to more fine textured 
classes with lower hydraulic conductivities and 
that the aquifer having groundwater abstraction 
is confined in the Odense catchment. This results 
in an assumption that the covering sediments are 
less permeable than the aquifer material. As no 
direct information on these confining sediments 
is given in EC (1982) the hydraulic properties of 
the soil in the root zone are assumed valid. This 
implies in practise that recharge rates to the 
aquifer is lower than in the Karup catchment 
and that the horizontal flow towards the drains 
and the river system is correspondingly larger. A 
similar geological geometry as in the K m p  
catchment is assumed, i.e. the upper less 
permeable, confining layer is assumed to have a 

~ thickness of 15 m and the reduction front is 
assumed to be located in the lower aquifer, 3 m 
below this confining layer. 

-. 

4. Results 

To test the model performance a number of valida- 
tion tests were carried out for both catchments. Vali- 
dation is here defined as substantiation that a site 
specific model performs simulations at a satisfactory 
IeveI of accuracy. Hence, no universal validity of the 
general model code is tested nor claimed. In Tables 2 
and 3 and Figs. 5-8 results are shown for model grid 
sizes 1,2 and 4 km and for the Karup catchment addi- 
tionally for both the distributed and uniform upscaling 
procedures. The validation tests described below only 
considers the 1 km grid model runs. while the remain- 
ing results are discussed further below in the section 
dealing with scaling effects. 

4.1. Karup catchment 

The Karup model (1  km grid) was validated by 
comparison of model simulations and field data on 
the following aspects: 

0 Annual wurer balances. Table 2 shows the annual 
water balances for the five years simulation period 
together with the observed annual discharge. The 

Table 3 
Water balance in mdyear for the Odense catchment at station 45.21 Ejby Mslle (536 km') 

Observed Year Precipitation River flow 

Model 1 km grid Model 2 km grid Model 4 km grid 

1989 649 220 I77 I87 181 
I990 943 349 35 1 394 299 
1991 760 312 29 1 308 265 
1992 770 308 306 332 243 
I993 906 334 329 353 306 
Avenge 805 305 29 1 315 259 
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fig. 5. Comparison of the recorded discharge hydro,p-aph for the K w p  catchment with simulations based on 1. 2 and 4 km grids. The two 
simulated curves corresponds to the combined upscaling/aggegation procedure (Distributed) and the simpler upscaling procedure (Uniform). 

simulated and observed hydrographs are shown in 
Fig. 5.  
Nitrate concentrations in the upper groundwarer 
layer. Simulated values are compared to observed 
values from 35 wells in terms of statistical distri- 
butions over the aquifer (Fig. 6). 

The main findings from these validation rests can be 
summarised as follows: 

The annual water balance is simulated remarkably 
well. Thus the simulated and recorded flows, which 
also reflect the annual groundwater recharges in 
this area, differ only 2% as average values over 
the five year simulation period (Table 2). 
The variation of the river runoff over the year is 
relatively well described, although not at all as 
good as the long term average water balance 
(Fig 6). The model generally underestimates the 
runoff in the summer periods (low flows) and over- 
estimates the winter flow. There may be many 
reasons for this. The most imponant is probably 
that the observed groundwater levels and dynamics 
are poorly reproduced by the model. The runoff 

from the Karup catchment is dominated by drai- 
nage flow and baseflow components. Thus a good 
simulation of groundwater levels and dynamics are 
required in order to produce a good runoff simula- 
tion. An improved simulation of groundwater 
levels and dynamics requires that the model 
includes. in panicular. spatial variations of the 
transmissivity of the aquifer, which is not pos. 
based on the available input data. 
The nitrate concentrations simulated by the model 
are seen to match the observed data remarkably 
well, both with respect to average concentrations 
and statistical distribution of concentrations within 
the catchment. It may be noticed that the critical 
NO? concentration level of 5 0 m g  (maximum 
admissible concentration according to drinking 
water standards) is exceeded in about 60% of the 
area. 

4.2. Odense catchment 

The Odense model 1 km grid) was validated by 
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Fig. 6. Comparison of the statistical distribution of nitrate concentrations in groundwater for the K m p  catchment predicted by the model with 
1 . 2  and 4 km f inds  and observed in 35 wells. The upper figure corresponds to the upscaling/aggregation procedure resulting in a distributed 
representation of agricultural crops, while the lower fipure is from the run with the upscaling procedure. where a11 the agricultural area is 
represented by one uniform crop. 

comparison of model simulations and field data on the 
following aspects: Fig. 7. 

simulated and observed hydrographs are shown in 

Nitrate concentrations in the upper ground- 
water layer. Simulated values are compared 

Annual water balances. Table 3 shows the annual to observed values from 42 wells in terms 
of statistical distributions over the aquifer 
(Fig. 8). 

water balances for the five years simulation period 
together with the observed annual discharge. The 
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The main findings from these validation tests are: model as average values over the five year simula 
tion period (Table 3). A comparison with anothe 

The annual water balance is simulated reasonably model study for this area reveals that one of tht 
well, although not with the same accuracy as for reasons for this deviation is uncertainties (errors) ir 
the Karup catchment. Thus the simulated and the catchment delineation in the flat downsuean 
recorded flows differ 18% for the 1 km grid part of the catchment. Another reason may be tha 
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the soil hydraulic conductivity functions and the 
soil water retention curves that significantly affect 
the evapotranspiration are not very accurately 
determined. These inaccuracies may originate 
either from non-representative soil texture data in 
the 1 km X 1 km GlSCO database or by errors 
introduced by use of the pedo-transfer functions. 

0 The variation of the river runoff over the year is 
relatively well described, although the winter 
peaks are simulated too small and the summer 
low flows too high, reflecting that some of the 
internal hydrological processes may not be simu- 
lated correctly. 
The distribution of groundwater concentrations by 
the end of the simulation period is seen not to. 

,,compare very well to the observations from 42 
wells. Thus, in 80% of the observation wells no 
nitrate was found. whereas the model simulates 
zero concentration in only 259 of the area. With 
respect to the critical concentration value of 50 mg/ 
1, the observations indicate that such high concen- 
trations are not found in the area. while the model 
simulates such concentrations to exist in about 5% 
of the catchment area. The main reason for this 
disagreement is most likely that in reality the 0 nitrate is in most of the area reduced (disappears) 
in the confining sediments overlaying the aquifer. 
This is not simulated by the model, because the 
reduction front was assumed to be located within 
the aquifer. while analysis of local geological data 
reveals that i t  in reality is located in the upper 
confining layer over most of the aquifer. 
It is noticed that the nitrate concentrations are 

--- significantly lower in the Odense catchment than 
in the Karup catchment, both the observed and the 
simulated values. The main reason for this is that 
the different soil properties and the less number of 
animals result in a lower nitrate leaching from the 
root zone in the Odense catchment. 

4.3. Scaling efecrs 

The results of running the Karup and Odense 
models with different computational grid sizes, 1. 2 
and 4 km. appear from Tables 2 and 3 for annual water 
balances and Figs. 5 and 7 for discharge hydrographs. 0 Further, the results in terms' of groundwater 

concentrations are shown in Figs. 6 and 8. From 
these results the followin_r findings appear: 

0 The simulated annual runoff is almost identical and 
thus independent of grid sizes. A reason for some 
of the small differences is that the catchment areas 
in the I ,  2 and 4 km models are not quite identical. 
Thus. the root zone processes responsible for 
generating the evapotranspiration and conse- 
quently the runoff does not appear to be scale 
dependent as long as the statistical properties of 
the soil and vegetation types are preserved. which 
is the case with the upscalinglaggregation proce- 
dure used in this case. 

0 The hydrograph shape differs significantly for the 
three ,orid sizes. For the Karup model. the simula- 
tion with 1 km grid reproduces the low flow condi- 
tions reasonably well. whereas the 2 and 4 km grids 
have a rather poor description of the baseflow 
recession in general and the low flow conditions 
in particular. For the Odense model. the simulation 
with the 1 km grid shows too large baseflows 
durine the low flow season, while the 2 km grid 
model has the right level and the 4krn grid 
model simulates less low flow than observed. 
This indicates that there are significant scale effects 
on the stream-aquifer interaction that are not prop- 
erly described in the present upscaling/aggregation 
procedure. 

0 The nitrate concentrations in the groundwater is 
not clearly influenced by the grid size for the 
Karup catchment. while there appears to be some 
effect for the Odense catchment. The reason for 
this difference is related to the different hydrogeo- 
logical situations in the two catchments. In the 
Karup catchment the groundwater table is gener- 
ally located a couple of meters below terrain ~ 

surface and the horizontal flows take place in 
both the Quaternary and the Miocene sediments. 
Hence for both the 1.2 and 4 km grid models. the 
main part of the horizontal groundwater flow takes 
place in the about 15 m of the aquifer located 
above the reduction front, and only a relatively 
small part of the flow lines are crossing the reduc- 
tion front, below which the nitrate disappears. In 
the Odense catchment. the horizontal groundwater 
flows take place almost exclusively in the lower 
aquifer, of which only the upper 3 m is located 
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above the reduction front. This implies that a large 
part of the groundwater flow is crossing the reduc- 
tion front on its route from the infiltration zones in 
the hilly areas towards the discharge zones near the 
river. As the size of the grid influences the smooth- 
ness of the aquifer geometry, the grid size will 
significantly influence the number of flow lines 
crossing the reduction front and hence the nitrate 
concentrations. Such scaling effect on geological 
conditions is not accounted for in the present 
upscalinglaggregation procedure. 

Further, for evaluating the importance of the 
combined upscaling/aggregation method ( ‘distribu- 
ted’) a model run has been carried out for the Karup 
catchment with another upscaling method. This alter- 
native method is based on upscaling of soil/crop types 
all the way from point scale to catchment scale. This 
implies that all the agricultural area is described by 
one representative (‘uniform’) crop instead of the 17 
cropping patterns used in the ‘distributed’ method. 
This representative crop has been assumed to have 
the same characteristics as the dominant crop, namely 
winter wheat, and further to be fertilised by the same 
total amount of the organic manure as in the other 
simulations, supplemented by some mineral fertiliser 
up to the nitrate amount prescribed in the noms 
defined by Plantedirektoratet ( 1996). 

The results are illustrated in Figs. 5 and 6 by the 
legend denoted ‘uniform’. The effects on the 
discharge hydrographs (Fig. 5) are seen to be negligi- 
ble. indicating that the dominant crop (by chance) has 
similar evapotranspiration characteristics as the sum 
of the different crops weighted according to their 
actual occurrence. The nitrate concentrations in 
groundwater (Fig. 6) show some differences in terms 
of a lower average concentration and a less smooth 
areal distribution as compared to the distributed agri- 
cultural representation. Thus, in case of the ‘uniform’ 
representation the nitrate concentrations fall in two 
main groups. Around 30% of the area, Corresponding 
to the natural areas with no nitrate leaching, has 
concentrations between 0 and 20 mg/l, while the 
remaining 70%. corresponding to the agricultural 
area with the ‘uniform’ crop, has concentrations 
between 70 and 90 m d .  In the ‘distributed’ agricul- 
tural representation the areal distribution curve is 
much smoother in accordance with the measured data. 

0 

i j  ‘. i 5. Discussion and conclusions 

Two prerequisites are required for performing largt 
scale simulations of nitrate leaching on an operationrl 
basis: firstly access to readily available global (or ii  
the present case European) databases. and secondly ai 
adequate scaling enabling suitable models to bt 
applied at a larger scale than the field scales fo 
which they usually have been proven valid. A ke; 
challenge as compared to the experiences reportet 
in the literature is then how to make use of the physi 
cally based model at large scale without possibility fo 
detailed calibration at that scale, when we know tha 
its physically based equations are developed for smal 
scales. Such model can only be stated as well prove1 
for small scales. and the few attempts made so far$ 
use it on scales above 1000 km’ have applied ci ‘ . 
tion at that scale (Refsgaard et al. 1998b. 1992; Jaine 
al., 1992). 

5.1. Data availobilily 

From the experiences gathered and the lesson 
learnt with regard to availability of European dat; 
bases the following conclusions can be drawn: 

Not all of the existing “European” databases a . ~  
generally applicable due to various restriction 
(e.g. copyright, not open to other projects, pointer 
only). 
Not all databases maintained by international insti 
tutions contain harmonised and integrated dat 
sets. Many databases in fact only contain a c 
tion of national data sets that are neither integ,,.rel 
in one seamless data set, nor hannonised in thei 
contents or nomenclatures. 
Not all input data requirements could be satisfie$ 
from GIS (spatial) data sets, why tables and pape 
maps are needed to supplement the informatior 
However often the available data are too coars 
in scale (e.g. EU statistics at a higher administre 
tive unit than needed) or too specific (e.g. transfr 
functions for natural soils only but not for agricu; 
tural soils). 
Use of national data sets is to some extent neces 
sary,  with restrictions to data quality and origin. 
The search for data sets could have been large1 
improved by the existence of a European spati; 
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' . data clearinghouse and the association of the 
available data sets with meta information. 

It is noted that in spite of comprehensive efforts 0 
made during recent years for assessing spatial data 
by use of advanced remote sensing technology the 
only data in the "European" databases which 
originate from remote sensing data are the 
CORINE land cover data, which were useful for 
distinguishing between natural, urban and agncul- 
t u rd  areas, but which did not contain any further 
information about agricultural crops of importance in 
the present context. 

In spite of the above limitations, the attempts in 
the present study to identify suitable data sources 
at the European scale have shown that useful data 

re available at that scale for most of the required 
model input data. Although these data require 
some kind of transformation, as e+. pedo-transfer 
functions. the data appear adequate for overall 
model simulations at  this scale. However, some 
gaps exist in the European level databases. Thus. 
for the following data it was necessary to use 
national data sources: 

, -  

II) . Meteorological data on a daily basis. 
Soil organic matter from arable land. 
Agricultural statistics. 
Agricultural practices. 

These data were all easily available at a national 
scale, and hence their availability is not expected to 
pose significant constraints for large scale modelling 
in other parts of Europe. 

.-, The most critical data that may cause problems in 
terms of availability at larger scale are the geological 
data, for which no global (or European) digital data- 
base apparently exists. The present case study relied 
heavily on an EC report produced by the Danish 
Geological Survey. The information in this report 
proved adequate for the present purpose, although 
the lack of geochemical information turned out to 
have some importance for one of the two catchments. 
Similar readily available EC reports exist for other 
countries, but they appear to be non-standardised 
and comprise information at a variable level of details. 
Hence, the positive conclusions from using the peo- 
logical data in EC (1982) for Denmark cannot @ necessarily be generalised. 

5.2. Parameter assessment-no calibrarion 

An important element of the present methodolop! 
is the principle not to cany out any calibration. The 
parameter values were assessed in three different 
ways: 

Directly from the available data. e.p. topospphy 
and geology. 
Indirectly from the available data through applica- 
tion of predefined transfer functions, e.g. the soil 
hydraulic parameters. 
Use of standard parameter values that have been 
assessed in previous studies on other locations. 

While the first two methods can be characterised as 
fully objective and transparent. it may be argued that 
there always will be some elements of subjective 
assessment hidden in the use of standard parameter 
values and that the possible calibration exercises in 
previous studies may question the "no calibration" 
statement. 

In the present case the standard parameters origi- 
nate from two model codes and associated accumu- 
lated experiences: 

Parameters in the MIKE SHE part. The standard 
parameter used here is the time constant for routing 
of groundwater to drains (50 days). From compre- 
hensive hydrological modelling experience on 
dozens of Danish catchments staning with 
Refspaard and Hansen (1982) this value can be 
characterised as a typical value. It is not the opti- 
mal value that would be estimated in a calibrition 
for any of the two respective catchments: Thus. for 
instance the calibrated value for Karup was in 
Refspard ( 1997) estimated to 33 days. 
Paramcrers i t ;  the Dais? part. The standard para- 
meters used here are the ones controlling the vege- 
tation part of the evapotranspiration and the 
nitrogen turnover processes in the root zone. 
These parameters are essential both for the water 
balance and the nitrogen concentrations. The Daisy 
has standard parameter that can be used if no cali- 
bration is possible (or desirable). These standard 
parameter values have originally been assessed 
from agricultural field experiments on plot scales 
(Hansen et al. 1990). As then the process descnp- 
tions and associated standard parameter values 
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have only been subject to minor adjustments 
through a number of additional tests on new data 
sets from different countries. It should be empha- 
sised that Daisy has not previously been calibrated 
on the Karup and Odense catchments. These two 
catchments. and in particular the Karup catchment, 
have been subject to modelling studies which have 
included Calibration of the water balance (evapo- 
transpiration) parameters. However, in the 
previous studies of the Karup catchment (Styczen 
and Storm. 1993) and (Refsgaard, 1997) the water 
balance in the root zone was Simulated by MIKE 
SHE, which is not the case in the present study. As 
the process descriptions for evapotranspiration in 
MIKE SHE and Daisy are fundamentally different, 
the Daisy standard parameters used in the present 
study, have not been affected at all by the previous 
MIKE SHE studies in the same catchment. 

0 

Thus although it may correctly be argued that the 
standard model parameters are results of previous 
studies where calibration was carried out. the specific 
parameters used in the present study have not been 
subject to. and are not results of. calibration neither in 
the Karup nor the Odense Catchments. 

In our opinion, one of the strengths of physically 
based models is the possibility to assess many para- 
meter values from standard values, achieved from 
experience through a number of other applications. 
We think that the results of the present study shows 
both this strength and some of limitations in this 
respect. Thus on one hand, the key results in terms 
of annual runoff and nitrogen concentration distribu- 
tions are encouraging, while on the contrary Figs. 5 
and 7 clearly illustrate that it would be very easy to 
obtain a better hydrograph fit through calibration of a 
couple of parameter values. 

When parameter values are assessed in this way 
they inevitably are subject to considerable uncer- 
tainty, which again will generate significant uncer- 
tainty in model results. It is therefore highly relevant 
to conduct uncertainty analyses in order to assess 
whether the resulting uncertainty becomes so large 
that the model results are not of any use for water 
management in practise. A methodology and some 
results of such uncertainty analyses are provided in 
Hansen et al. (1999) for the root zone processes and in 
Refsgaard et al. (1998a) for the catchment processes. 

@ 

5.3. Upscaling 

The adopted upscaling methodology is a combina- 
tion of upscaling and aggregation. Hence. upscalin: in 
its traditional definition (Beven. 1995) is used onl: 
from point scale to field scale. where the same equa- 
tions are assumed valid and where 'effective' para- 
meter values are used. The parameter values 
estimated through pedo-transfer functions (soil data) 
and the vegetation parameters representing the differ- 
ent crops are assumed valid at field scale. Subse- 
quently, an agpegation procedure is used to 
represent catchment scale conditions with regard to 
soil and vegetation types. This aggregation procedure 
is in full agreement with the findings made regarding 
the apparent existence of a threshold area t R r * )  
above which "-. . spatial patterns of dominant proL 
controls can be represented by their statistical disui- 
bution functions" (Famiglietti and Wood, 1995). 

This theoretical consideration is supported empiri- 
cally by the model results. which show that the annual 
catchment runoff can be simulated well. even when 
using different model grid sizes. For the Karup catch- 
ment. where the nitrate reduction in the aquifer does 
not appear to have influenced the results adversely. 
even the statistical distribution of nitrate concentra- 
tions is simulated well. 

For simulation of annual runoff and nitrate concen- 
tration distributions, both of which are affected 
primarily by root zone processes. the impact of 
changes of scale is thus relatively small. In contrary 
to this. the impact on hydrograph shape is consistently 
rather large. This finding, which also is documev - 
earlier in Refsgaard (1997), indicates that the apphb4 
upscaling/aggregation procedure has important 
limitations with regard to describing the stream-aqui- 
fer interactions. Thus in summary, upscaling of 
processes described by vertical, non-correlated, but 
patchy, columns is successful, while the upscaling 
fails in case of processes where horizontal flows 
between grids dominate. The differences in hydro- 
graph shapes caused by the differences in grid sizes 
illustrate how careful a model user has to be when 
changing grid size. In our opinion it is not relevant 
to talk about an 'optimal' scale for hydrograph simu- 
lation. The important point is rather that the present 
methodology is scale dependent with regard to hydro- 
graph simulation; hence a change of scale (grid size) 
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generates a need for recalibration of parameters 
responsible for baseflow recession and low flow simu- 
lation. 

An alternative. and commonly used, upscaling 
procedure. where upscaling is used all the way from 
point scale to catchment scale by selecting the domi- 
nant crop type in each grid. resulted in one uniform 
crop representing all the a_erjculrural area. Results 
indicate that whereas this uniform upscaling proce- 
dure may be sufficient for simulating annual water 
balance and discharge hydrographs, it is not satisfac- 
tory for simulation of nitrate leaching and ground- 
water concentrations. This is in agreement with 
Beven (1995) who states that upscaling from small 
scales to larger scales using effective parameter values 
cannot be assumed to be generally adequate. 

An inherent limitation of the applied upscalingl 
aggregation method is that it does not preserve the 
georeferenced location of simulated concentrations. 
but only their statistical distribution over the catch- 
ment area. Therefore, comparisons with field data 
make no sense on a well by well or subcatchment 
by subcatchment basis, and no information on the 
actual location of the simulated “hot spots” within 
the catchment is possible. If it from a management 
point of view is required with a more detailed spatial 
resolution of the model predictions, then the same 
upscaling method has to be camed out at a finer 
scale with all the statistical input data being supplied 
on a subcatchment basis. This is in principle straight- 
forward. but in reality it may often be limited by data 
availability. 

A critical assumption in the upscaling procedure is 
the application of the point scale equations at the field 
scale with effective parameters. This corresponds to 
interpreting the field as a single equivalent soil 
column using effective hydraulic parameters. This 
approach was evaluated on two Danish experimental 
0.25 ha plots, a coarse sandy soil and sandy loam, 
using the Daisy model (Djurhuus et al., 1999). The 
two plots were monitored with respect to soil water 
content and nitrate in soil water at several depths at 57 
points, where also texture. soil water retention and 
hydraulic conductivity functions had been measured. 
The conclusions from comparing the field measured 
data with the model simulations over the experimental 
plot, represented by the 57 points, was that the 
observed mean nitrate concentrations were matched 

well by a simulation using the geometric means a?; 
effective parameters. This conclusion is in agreement 
with previous studies for Danish hydrological regime 
(Jensen and Refsgaard 1991a-c: Jensen and Manto- 
glou. 1992). Other studies from other regimes (Bresler 
and Dagan. 1983) conclude that effective soil hydrau- 
lic parameters are not adequate for modelling water 
flow in spatially variable fields. The critical issue 
determining whether such approach is feasible or 
not may depend on whether Hortonian overland 
flow is created in the hydrological regime in question. 
Thus. although the upscaling methodology from point 
to field scale is far from universally valid. there are 
good reasons to believe that this assumption was satis- 
factorily fulfilled in the present case studies. 

The spatial patterns. which in subsurface hydrology 
is considered to be of significant importance (Wen and 
G6mez Hernindez. 1996). have been treated in differ- 
ent ways with regard to continuous data (parameter 
values) and categorical data (soil and vegetation 
classes). The effects of spatial autocorrelation of soil 
and vegetation parameters within a field have been 
assumed incorporated into the ‘effective parameters’. 
which in the present case are assessed in a rather crude 
way through pedo-transfer functions and use of stan- 
dard values. The categorical data have been treated 
differently in the aggregation procedure for soil and 
vegetation classes. The soil data (one soil type for 
Karup and two soil types for Odense) were assessed 
from the soil map and assigned at a grid basis so that 
the percentage of each soil type within a catchment 
was preserved and the individual grids to the largest 
possible extent were characterised by the dominant 
soil type within the respective grid. For the vegetation 
types, the same procedure was applied to initially 
distinguish between agricultural and non-agricultural 
areas by use of the land cover map. Subsequently, it 
was assumed that the spatial distribution of cropping 
patterns are random and without spatial autocorrela- 
tion. This is justified by the agricultural management 
practise of rotating the crops within the individual 
farms. 

5.4. General applicability of methodology 

From the results of the present study i t  appears that 
it is possible to use distributed physically based 
models of the same type as the MIKE SHUDaisy 
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for catchment. scale assessment of nitrate contamina- 
tion from agricultural land. It appears obvious that 
such model application is straightforward and the 
above conclusion is valid for other areas in Denmark. 
The interesting question is therefore how general this 
conclusion is to other areas in Europe (and on other 
continents) and what the scientific and practical 
limitations are. In this respect the following consid- 
erations may be noted: 

0 Except for the geological data, the general avail- 
ability of which are somewhat uncertain, there is 
no reason to expect that the application of similar 
data for other catchments in other European coun- 
tries should not be as relatively easy as the applica- 
tion for the two Danish catchments. Likewise, the 
encouraging simulation results of using European 
level databases, in spite of their often coarse reso- 
lution and high level of aggregation. may also be 
expected for other areas. With regard to geological 
data it may be noted that considerable efforts are 
being made at most (if not all) national geological 
institutes to provide geological data to users in 
digital form; hence the limitation on non-easy 
data availability existing so far is likely to be over- 
come, at least nationally. during the coming years. 
The combined aggregatiodupscaling procedure 
appears valid in many areas. The catchments for 
which i t  was used in the present study were limited 
to a maximum of about 500km’. However. the 
further upscaling to larger areas provides no funda- 
mental problems, as it consists of just a larger 
number of computational grids. Computationally, 
running a model like MIKE SHE/Daisy for an area 
of for instance I00 OOOkm’ with e.g. 250 
subcatchments of each 100 grids is maybe close 
to the limit of.what is practically feasible today 
(five years run would require 100 h CPU time on 
a Pentium 3OOMHz). but this problem will soon 
disappear as computers become faster. 
The MIKE SHUDaisy modelling methodology is 
general and applicable to many other areas. Some 
limitations, however, is related to special geologi- 
cal conditions such as karstic flow and fissured 
aquifers, which cannot be described explicitly. 
Another important limitation is related to the 
upscaling procedure from point to field scale. 
which may fail in areas where Hononian overland 

flow is a dominant mechanism. In this respect i r  
should be noted that many areas with dominant 
overland flow regimes are mountainous regions 
characterised by thin soil layers and steep slopes. 
which generally not are regions with imponant 
aquifers. 

Hence, it may be concluded that the methodology 
can relatively easily be applied to larger’ areas and 
used as decision support tool for evaluation of legis- 
lative and management measures aiming at reducing 
nitrate contamination risks. 
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Abstract. The Egation Optimisation System (10s). a decision support tool and an extension 
of the combined hydraulic-hydrological modelling system for canal-command, is applied as 
a planning tool to the Mahanadi Reservoir higation Scheme, a large imgation project in 
Central India. Besides the MIKE 11 and MIKE SHE modelling systems. for the hydraulic 
and hydrological simulations respectively, it has an optimisation module to govern the canal 
releases. The results show that presently the canal releases are inefficient and lead to the 
wastage of a significant amount of water during the monsoon season. It is shown that the 
application of 10s reduces this wastage and results in higher imgation intensity and physical 
productivity of water in the command. The case study also illustrates the capability of 10s as 
a planning and decision support tool. 

Key words: India, irrigation, optimisation, scheduling 

Introduction 

. -  

The operation and management of irrigation systems are of growing con- 
cern worldwide. This is especially true for developing countries, particularly 
in Asia, where the need to enhance the agricultural productivity is coupled 
with decreased availability of water for agriculture owing to rapid industri- 
alisation and ever-increasing municipal needs (Biswas 1994; Lenton 1994). 
The irrigation systems in the region are predominantly operated by manual 
upstream control. Further, the lack of knowledge about irrigation and water 
management among farmers makes the management of the whole scheme the 
primary responsibility of the irrigation departments (districtdagencies). Since 
these departments presently do not possess any scientifically based decision 
support system, the water allocations are frequently subject to negotiations 
with the farmers and politicians (Wade 1983). This results in the ignorance of 
crop water demands with respect to time and quantity of water and leads to 
the poor performance of irrigation projects (ASCE Task Committee 1993). 
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:, In recent years. several canal automation and control algorithms have been 

developed (Clemmens & Replogle 1989: Loof et al. 1991 a: Malaterre. 1995 j. 
These advanced technologies. aimed at improved irrisation system manage- 
ment, are presently not feasible for on-line control in the vast majority of 
the existing irrigation systems in Asia due to lack of financial resources and 
infrastructure. However, these can be implemented for supervising manual 
controls and providing canal control guidelines. 

Due to increased stress on improved irrigation management and planning. 
a number of optimisation and simulation models have also been developed 
by various researchers (Dudley et al. 1971; Lakshminarayana & Rajgopalan 
1977; Yaron & Harpinist 1980; Yaron et al. 1987; Paudyal & Das Gupta 1990; 
Loof et al. 1991b; Onta et al. 1991; Chavez-Morales et al. 1992; Srivastava 
& Patel 1992; Steiner & Keller 1992; Burton 1994; Loof et al. 1994; Onta 
et al. 1995). However, most of these models are site-specific and address 
local problems. Moreover, these models focus narrowly on either hydraulic 
or hydrological aspects of the imgation system and, therefore, may not meet 
the objectives of the irrigation departments dealing with the whole scheme. 

The Lnigation Optimisation System (10s) developed at the Danish Hy- 
draulic Institute and presented here is an attempt to provide a decision support 
tool with which irrigation agencies can optimise the canal releases to meet 
the crop water demands within existing infrastructure. 10s is an extension of 
the modelling system that combines the hydraulic simulations of the canal 
and hydrological simulations of the irrigated command, using MIKE 11 and 
MIKE SHE, two well-established modelling systems (Singh et al. 1997). In 
the existing modelling system an optimisation module is added for governing 
the canal releases. IOS also has a user-interface that offers operational ease 
and makes it easily adaptable. 10s is applied to a large irrigation project in 
India to illustrate its advantages in improved irrigation system management. 

0 

Description of irrigation optimisation system (IO) 

The main objective of introducing and implementing a computer-based 
decision support tool in En irrigatior? system is to improve the system per- 
formance for crop yield, water use efficiency. environmental sustainability or 
any other criterion decided by the management. The means of controlling the 
system depends on the time horizon in the operation. In long-term planning, 
the active means are typically the land use patterns together with the as- 
sessment of releases from the major reservoir(s). Since hydrometeoroIogica1 
conditions cannot be forecasted deterministically with sufficient accuracy for 
longer lead times, a stochastic element is often included here. On the other 
hand, short-term operation, up to a maximum of two weeks, can be treated 

0 
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Figure 1. Irrigation Optimisation System (10s). 

as deterministic. In short-term operation, the primary means of control are 
adjustable gates that may be operated to meet the crop water demand in 
the system. The short-term operation may be used either as a planning tool 
or for on-line automatic control. In the former, farmers and irrigation man- 
agers choose an irrigation schedule for the forthcoming week(s), whereas in 
the later case real-time data acquisition and efficient optimisation algorithm 
become crucial. Here, 10s is proposed as a short-term planning tool with 
decision time steps of two weeks, a realistic time step in most large Smth 
Asian irrigation commands. 

Figure 1 presents the modular structure of 10s. The core of the system 
is the controller module. which controls and steers data flow among various 
modules. The details of the optimisation module along with a brief descrip- 
tion of other modules are given below. For a more detailed description of 
hydraulic, hydrological, irrigation scheduling and crop growth modules, see 
Singh et a]., 1997. 

Hydraulic module 

The transport of water through the canal system is modelled using the hydro- 
dynamic module (HD) of the MIKE 11, the one-dimensional unsteady river 
simulation modelling system (Havna et al. 1995). It includes the description 
of flow over a variety of hydraulic structures, generally encountered in an 
irrigation system. It also includes the possibility of simulating the operation 
of gates or regulators in canals. 

Three options are available for controlling gates and regulators. In op- 
tion one, the user can specify the regulator position as a function of time. 



232 

I 

0 

In option two. the optimisation module can control the regulators based on 
the hydrodynamic head in the canal. In the third option. regulators can be 
controlled on demand by the irrigation scheduling module. However, this 
option is applicable for off-take regulators only. 

(- 

Hvdrological module 

The water movement in the irrigated command is modelled by MIKE S H E  
a distributed physically based modelling system (Abbott et al. 1986a, b; 
Refsgaard & Storm 1995). MIKE SHE describes the entire land phase of 
the hydrological cycle in a given command. The model area is discretized 
by two analogous horizontal-grid square networks for surface and ground 
water flow components. A finite difference solution of the partial differential 
equations, describing the processes of overland and channel flow, unsatur- 
ated and saturated flow, interception and evapotranspiration, is used for water 
movement modelling. However, in 10s application, the channel flow routing 
is performed by MIKE 11, with MIKE SHE coupling for each time step. 

\ .. 

Irrigation scheduling module 

The irrigation scheduling module is based on the water balance technique 
and uses either the soil moisture approach or the water level approach. In the 
soil moisture approach, the irrigation demand is governed by user specified 
maximum allowable depletion (MAD). In the water level approach, used 
exclusively for paddy (except during ripening and grain formation stages), 
irrigation demand is governed by the water levels, defined as a function of 
crop growth stage. Here MIKE SHE performs the water balance calculations, 
based on which the imgation scheduling module calculates the irrigation 
demand. 

Crop growth module 

Modelling of crop growth and crop yield is required for assessing the effect 
of water stress on crop production. Daily potential and actual yields, leaf 
area index and yield loss due to moisture stress are the main outputs from 
this module. The yield loss due to water stress follows the FA0 relationship 
(Doorenbos & Kassam 1979). 

Optimisation module 

The optimisation module employs the deterministic hydraulic, hydrological 
and crop growth modules, embedded into a non-linear optimisation frame- 
work, for the gradient based search leading to improved irrigation system 
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operation. This idea. though computationally demanding. offers certain ad- 
vantages. In large irrigation systems, complex non-linearity associated with 
the canal hydrodynamics and crop growth plays a major role while describing 
the system responses to alternate flow schedules. The deterministic models 
encapsulate the solution to this non-linearity and allow the system analyst to 
concentrate on the formulation of the objective function. 

In an irrigation system, the operational objective is to optimally use the 
available water for maximising the crop production. To capture this basic 
logic, a specific objective function is devised in 10s.  Here, the objective func- 
tion is introduced through the evaluation of hydrodynamic states at certain 
locations in the canal system and crop states on individual fields. 

For the hydrodynamic condition, convex non-linear functional relation- 
ships of relevant system variables and penalties at certain locations in the 
system are established. These relationships are typically constructed so that 
the departure from the ‘ideal’ system state, i.e.. full supply level in the main 
canal, results in increased penalty. On the other hand, the evaluation of crop 
yields on individual fields is based on the results from the crop growth 
module. Here, deviations from the potential crop yield due to water stress res- 
ults in penalty. These penalties are also filtered throuzh a convex non-linear 
relationship. 

The overall objective function includes these two non-linear penalty func- 
tions (hydrodynamic states and crop states) and is defined within the solution 
space determined by the discrete control variables, i.e., regulator releases at 
specific time instants. The quasi-continuity in the solution space is achieved 
by the application of linearly interpolated releases between two successive 
decisions. Though the objective function evaluation here includes summing 
up of the evaluations of two different system variables, it is achieved by 
appropriate scaling of the individual penalty relationships (Yde 1995). 

The irrigation system operation is optimised over a certain optimisation 
interval. The penalties associated with the variables are evaluated at discrete 
times within the optimisation interval, typically corresponding to the simula- 
tion time steps. Subsequently, such ‘filtered’ time series is integrated over the 
total optimisation period, T. The total cost (penalty) is, then, defined as 

. 

0 .  

where Chi = penalty related to hydrodynamic state, I being the number of 
evaluation points; and Cf, = penalty related to field, p being the number of 
fields. 
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The reservoir releases. the releases from the head regulators or through the 
cross- or diversion regulators are optionally defined as the decision variables 
(control variables) in the optimisation problem. The number of replators 
included in the optimisation problem should be kept within reasonable limits 
to minimise the computational load. The remainder of the regulators may be 
controlled ‘on demand.’ The releases from such regulators are maintained 
within feasible limits by the hydrodynamic model. 

The objective function can be mathematically expressed as 

Minimize C(q i ) j  = 1, .  . . . m ;  k = I ,  . . . n (2) 

where ( C ( 4 )  = hydrodynamic and field penalties. integrated over the optim- 

of time intervals (decision points); and n = number of control structures. 
The optimisation module is based on the customised steepest descent 

method with an open interval Fibonacci line search algorithm. The lensth 
of the first search step, corresponding to the final interval of uncertainty, 
is chosen such that it brings meaningful change in regulator releases. Each 
following step is increased according to the Fibonacci proportions, until the 
search interval closes. The detailed descriptions of the optimisation routine 
and the solution technique are given in Tomicic (1 989) and Yde (1 995). 

isation interval; qi = flow through control structure k at time j; m = number 
4 

Coupling of inodules iii IOS 

The different modules in 10s operate interactively. For example, the hy- 
draulic module receives the information on the control of regulators from the 
optimisation module via the controller while it sends the information about 
the hydrodynamic state of the canal system. The controller then transmits it 
to the hydrological module. The hydrological module, based on this inform- 
ation, performs the water balance calculations. It then sends the state of the 
individual fields in terms of potential and actual evapotranspiration, effective 
and maximum moisture content integrated over the root depth, recharge to 
the ground water and depth of the ground water table to the controller. The 
controller module then transmits this information to the imgation scheduling 
and crop growth modules. Based on the information received, the irrigation 
scheduling module calculates the irrigation demand and sends it to the con- 
troller module for onward transmission to the optimisation module, whereas 
the crop growth module calculates the crop yield, and so on. 

It may, however, be noted that the use of optimisation module is op- 
tional here. The user may opt for rotational or on-demand imgation with 
pre-speci fied releases. 

0 
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Case study 

The case study area is same as in the hydraulic-hydrological modelling stud! 
(Sinzh et al. 1997). 10s is applied to the Mahanadi Reservoir Irrigation 
Scheme (MRP), consisting of six interlinked reservoirs. It is designed to 
irrigate an area of 374, 000 ha in kharif (monsoon) season and 131. 000 
ha in rabi (winter) season. through five interlinked canal systems. besides 
meeting the municipal and industrial demands in the adjoining area. How- 
ever, in the present study, only the Mahanadi main canal command. which 
accounts for 197, 460 ha of the design area, is used for modelling. Data on 
various aspects of the command area viz. topography, geology, soils. crops. 
main canal system and daily canal releases for 1941 are obtained from the 
higation Department, MRP. 

The Mahanadi main canal, with a design discharge capacity of 391 m3/s at 
the head end, supplies water to four branch canals, several distributaries and 
field outlets. The main and branch canals are lined. The main canal, branch 
canals and distributaries are each equipped with a head regulator. In addition 
four cross regulators are provided along the main canal. Figure 2 presents the 
daily releases to the main canal during 1991. As evident from the figure the 
irrigation releases are limited to only kharif season, a regular feature in the 

a 

1 command. 

Model setup 

The model setup for hydraulic, hydrological, irrigation scheduling and crop 
growth modules is similar to that used in the hydraulic-hydrological mod- 
elling study (Singh et al. 1997). A brief description of these and a detailed 
description for the optimisation module are presented here. 

Hydraulic and hydrological modules 

Here the entire imgated command is merged to represent 64 fields (Figure 3) 
and only the main canal is considered for the unsteady flow modelling. Con- 
sequently, the branch canals and distributaries are merged to 16 distribution 
channels, each linked to four fields. 

Though a lumped approach is used in setting up the hydraulic- 
hydrological modules, the proportional distribution of soil types and crops are 
maintained as per MRP records. For this, while merging the branch canals, 
distributaries and field outlets present in the canal system to represent 16 
distribution channels, their command areas are also merged to represent -54 
fields, ie., each distribution channel is linked to four fields, two each for 
heavy and light soils. This results in the field sizes varying from 90.5 ha to 

e 
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9344.0 ha. This approach helps in keeping MIKE SHE simulations close to 
the real field conditions where a large variability in the field sizes are often 
found. MIKE 11 simulations, however, remain unaffected by the field size 
variations. 

Daily rainfall and pan evaporation data for 1991-92 are taken from an 
earlier study (Singh et al. 1997). Data on soil physical characteristics and sat- 
urated hydraulic conductivity are determined from the literature (Katre 1992; 
Agrawal 1994). The crops considered here are paddy, transplanted and direct 
sown in kharif season and wheat, mustard, grain and potato in rabi season. 
Data on areal distribution, leaf area index (LAI) and maximum root depth 
of crops are obtained from the Irrigation Department, MRP and Agronomy 
Department, Indira Gandhi Agricultural University, Raipur. Crop coefficients, 
Kc, for Indian conditions, and yield response factor, K,, are determined from 
the literature (Mazumdar 1983; Doorenbos & Kassam 1979). 
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! '  Irrigation scheduling and crop growth modules 

In the soil moisture approach of inisation scheduling. a MAD value of 0.50 is 
used (Stegman 1983). In the water level approach, water levels recommended 
at different growth stages of paddy are used (Doorenbos & Kassam 1979). 
Here, the user may also opt for full irrigation or deficit irrigation. In the case 
study, however, the practice of full irrigation is adopted. In the crop growth 
module, the maximum LAI, i3ne to maximum LA1 and maximum root depth 
are used to fit the crop growth functions. 

Optimisation module 

Here, only the head regulator of the main canal is considered as the control 
structure. This is because the canal releases in MRP are presently resulated 
by this structure only. The cropping season is considered here as the optim- 
isation horizon with simulation time step of one week (the period between 
the decision points; a time step of one hour is used in the hydraulic and 
hydrological modules). Though ideally a smaller time step should be used, 
a larger time step is used here to account for the fact that the head regulator 
is manually operated. The maximum number of iterations is kept at 20, with 
10 line searches in each iteration. In most cases this is found to be sufficient 
to reach the optimum and in all cases this reduced the penalty considerably. 

To define the cost of water to be used in Equation ( 1  ), production of paddy 
is considered as the reference variable and all costs are converted accordingly. 
It is assumed that 1 m3 of water is required for producing 1 kg of paddy 
(Doorenbos & Kassam 1979). The cost of water for the individual fields is 
estimated here based on yield loss calculations in the crop growth module. 
For calculating the cost of water at the tail end of the system, a cost function is 
devised (Figure 4). The cost function is defined after several simulations and 
tests of the optimisation procedure. As shown in the figure, the cost function 
not only depends on the actual cost of water but also takes into the account 
the social factor, Le., it is modified to facilitate the supply of\water to all 
fields irrespective of their location. To ascertain this, a simulation is made 
and it is seen that a minimum flow of 30 m3s-* is required at the tail end to 
maintain sufficient head of water in the main canal to supply the downstream 
distribution channels. Hence, this value is selected as the optimal point in the 
cost function. The cost function is further provided with a steep slope on the 
right hand side to improve the efficiency of the line search algorithm. Further, 
while using the optimisation module. the total volume of water released in 
1991 (Figure 2) is specified as the maximum amount of water that can be 
released through the head regulator. 
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Figure 4. Cost function for the water lost at the tail end of the system. 

Model simulations 

Simulations are made for the 1991 kharif season over a period of fourteen 
weeks (July 20-October 26). Here the entire command is considered for 
cultivation, with transplanted and direct sown paddies occupying 28.2% and 
7 1.8% of the area respectively. 

Though in practice weekly rotational schedule of distribution channels is 
adopted in the command area (discussed as Simulation Case I in Singh et 
al. 1997), here on-demand irrigation, subject to hydrodynamic state of canal 
system, is used with the actual canal releases determined by the optimisation 
module. 

The calculations are made on a HP 9000/720 workstation with typical 
computational requirements of 48 hours for optimisation of one full season. 
For comparison, the speed of the workstation roughly corresponds to that of 
a Pentium PC with 150 MHz and 32 MB RAM. 

To study the impact of the optimisation routine on canal releases and crop 
production, the simulation results obtained here (referred as “OPTISIM” are 
summarised in Table 1 along with those obtained in Case I simulation of 1991 
of Singh et al. 1997 (referred as “ROTSIM”). 
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Figure 5. Weekly canal releases, tail end losses and irrigation water utilisation. 

It is seen that the actual productions are above 98% of the potential 
production in both cases (Table 1). This shows the adequacy (surplus) of 
water in the command during the kharif season. Therefore, the optimisation 
routine focuses on water saving rather than increasing the crop production. 
Consequently, optimisation routine results in a saving of 112 Mm3 (or 11%) 
of water compared to the present canal releases. The amount of water saved 
here is in tune with that reported in Singh et al. 1997, Le., 120 Mm3, based 
on weekly canal release and irrigation requirements analysis. It is seen that 
the optimisation routine in OPTISIM reduces the tail end loss to 43% of 
the optimised releases (or 38% of the present releases) compared to 53% of 
the canal releases in ROTSIM. Moreover, it also results in higher irrigation, 
which is reflected by marginal increase in actual evapotranspiration and actual 
production. Figure 5 presents the canal releases, inigation water utilisation 
and tail end losses for OPTISIM and ROTSIM on a weekly basis. The tail end 
loss in OPTISIM may further be reduced by considering the cross regulators 
in the main canal as decision variables in the optimisation problem. However, 
this is not possible with the actual conditions in the field and would be a much 
more complex optimisation problem that has not been attempted here. 

This shows that the management decisions on fixing the canal releases are 
presently inefficient resulting in tail losses close to or, at times, even higher 
than the imgation water requirement. This excessive wastage explains the 

. 
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Tnble I. Summary of simulation results for the kharif (monsoon) season. 

Sjmula- Potential Actual Rainfall3 Actual Imgation‘ Canal Tail 
tion case produc- produc- evapo- release loss 

tion tion transpi- 
ration3 

million million mm m mm Mm’ Mm’ 
tons tons 

OPTISIMI 0.621 0.6 14 766 35 8 235 814 355 
(98.970)~ (43%)5 

ROTSIM~ 0.621 0.612 766 355 215 926 49 I 
(98.6%) (53%) 

> 
. On-demand imgation with optimised releases 
2Traditional weekly rotational schedule with actual canal releases (From Singh et al. 1997) 
3Average values over the entire command 
4Values in parentheses show % of potential production 
%slues in parentheses show ?& of canal release 

inability of the management to supply water during the subsequent dry rabi 
season in the command. 

To illustrate the importance of water saving in the kharif season, the OP- 
TISIM of twelve weeks duration is carried out for the rabi season (December- 
February) with a maximum possible canal release of 112 Mm3. The model 
setup used here is similar to the one reported for the rabi season in Singh et 
al. (1997). 

To assess the performance of the optimisation routine under short supply 
conditions, the simulation results obtained here (referred as OPTIRABI) are 
summarised in Table 2 along with those obtained in a similar rabi simulations 
of Singh et al. 1997 (referred as “RABISIM”). 

It is seen that the actual production in OPTIRABI is 88% of the poten- 
tial production compared to 77% in RABISIM. This 3s because optimisation 
routine results in higher imgation and actual evapotranspiration. The op- 
timisation routine reduces the tail loss from 40% in RABlSIM to 23% in 
OPTIRABI, though the available canal supply is 8 Mm3 less. This saving 
increases the irrigation and actual evapotranspiration from 101 mm and 187 
mm in RABISIM to 135 mm and 193 mm in OPTIRABI respectively. This 
shows the effectiveness of the optimisation routine in handling the conditions 
of water scarcity. 

Further, the results suggest that it is possible to increase the imgation 
intensity from the present 100% (ROTSIM) to 135% (OPTISIM and sav- 
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Table 2. Summary of rabi simulation results. . .  

Simula- Potential Actual Rainfall3 Actual Irrigation' Canal Tail 
tion case produc- produc- evapo- release loss 

tion tion transpi- 
ration3 

million million mm mm mm Mm3 Mm' 
tons ions 

OPTIRABII 0.143 0.126 4 193 135 112 26 

RABISIM2 0.143. 0.110 4 187 101 120 48 

(88%)4 (23%15 

(77%) (40%) 

On-demand irrigation with optimised releases 
*&-demand irrigation with pre-specified canal releases (From Sinph et al. 1997) i" 

.- 

3Average values over the entire command 
4Values in parentheses show % of potential production 
%slues in parentheses show 96 of canal release 

ing of water enabling cropping in the second season over 35% of the area). 
Correspondingly, the physical productivity of water, an irrigation system per- 
formance indicator defined as the ratio of physical quantity of crop production 
to the volume of water used (Small & Rima1 1996), can be enhanced from the 
present 0.66 kg m-3 (612 Mkg/926 Mm3, ROTSIM, Table 1) to 0.80 kg m-3 
[(614 + 126) Mkg/(814 + 112) Mm3, OPTISIM and OPTIRABI, Tables 1-21. 

Discussion 

IOS methodology 

When applying the TOS, the optimisation interval and the time resolution in 
the decision space have to be harmonised with the type of application and 
the actual time scale of the processes involved. The nature of the real-time 
scheduling application imposes a relatively short optimisation interval, which 
inevitably leads to a 'short-sight' effect. Such an optimisation interval does 
not cover the effects of the actual release scheduling, which in principle is felt 
over the entire vegetation season. In practice, the scheduling procedure, COR- 

sisting of overlapping successive search runs (e.g., the process with one week 
optimisation horizon and one day time resolution may be repeated daily), 
allows that the effects due to short-sight and the errors associated with the 
deterministic forecasts of stochastic boundary variables, are partially corn- 

..-' 



I ‘  
L43 

pensated for. Under such application conditions: considering the reasoning 
behind the specification of the objective function. as well as the implemented 
relaxed criteria in the optimisation procedure, 10s does not perform the op- 
timisation in its strict terms. but successive searches for an improved system 
operation. 

Establishment of the cost function is crucial. In IOS, the cost function 
contains two elements, one associated with the water lost at the tail end of the 
system and the other associated with the loss of crop yield due to water short- 
age in the fields. The penalties for the water lost at the tail end of the system 
(Figure 4) are introduced to ensure availability of water in the downstream 
distribution channels. This may be seen as a social objective benefiting the 
farmers and societies in the downstream area. The second element in the cost 
function, which is aiming at increasing the crop yield over the entire area. is 
a pure economic objective. Thus, the cost function may be considered as a 
way of combining the two objectives. If the social costs were not considered 
the result of the optimisation would be full water supply to the fields in the 
upstream areas and virtually no irrigation in the downstream fields. If the 
adjustment of gateskross-regulators in the main canal were feasible. the cost 
of water lost at the tail end would have to be translated into a cost related to 
the water level in the main canal. 

In the planning applications, with the optimisation horizon determined 
typically by the vegetation season, the decision resolution may be taken much 
more roughly, e.g.. weekly intervals. In this respect two critical issues on the 
IOS approach may be raised. 

Firstly. it may be argued that a fully dynamic hydraulic model is not 
needed under such conditions, and that a simpler model could be used in- 
stead. This is. seen from a pure optimisation and computational point of view, 
correct in cases where the travel time is significantly less than the distance 
between the decision points. However, in other cases with a finer optimisation 
resolution, a correct description of the canal system dynamics may be import- 
ant. A key benefit of the present 10s is its generic formulation enabling it to 
be technically suitable for a wide range of imption systems. The main cost 
of such a generalised system is that it becomes computationally heavy for 
certain applications. As the aim of 10s has been to develop a generic tool, 
the higher computational requirement is a ‘calculated cost.’ 

Secondly. more concern in the planning applications should be devoted to 
the fact that the optimisation is performed under the assumption of perfect 
knowledge of boundary conditions throughout the season. This is, of course, 
only possible for the historical records or some synthetic series, derived from 
statistical properties of long-term historical records. The value of such results 
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is related to the identification of optimal scheduling patterns for typical or 
probable hydrological conditions. 

In both cases, the computational time sets the limits for the feas- 
ibility of the 10s approach. However, this feasibility limit will, as the 
price/performance ratio in the computer industry continually decreases, 
gradually disappear during the coming years. Even today it is computation- 
ally feasible to run IOS, with case studies similar to the one presented above, 
on high performance PCs. 

I '1 
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Case study results 

The travel time in the canals of the present case is about a few days. implying 
that a fully dynamic hydraulic module might not have been required for canal 
routing in this case. On the other hand, the memory in the soil moisture sys- -- 
tem in the fields, determining the irrigation requirements and the crop yields _- 
is more than a couple of weeks, indicating that the hydrological module may 
be important in this case. 

The results of this case study suggest that the use and application of 10s 
as a decision support tool can lead to considerable improvements in irrigation 
systems like MRP. 10s can help imgation managers to determine: (1) the 
canal releases to match the crop water demands in the wet season; (2) how to 
prepare the rotational schedules of the distributaries to rationalise the water 
use; and (3) how to use the saved water in the subsequent dry season to en- 
hance the crop production. Thus, this tool can help in planning and operation 
of canal irrigation systems so that the physical productivity of water can be 
maximised. 

However, since a coarse spatial and temporal discretization is used to 
describe the model setup in the case study, the results cannot be judged 
from an absolute viewpoint. Moreover, though IOS, in its present form, is 
able to analyse the physical aspects of the irrigation system management, 
socio-economic aspects also need to be taken into account in the irrigation 
management process. Though the cost function devised and used in this study 
takes the social aspect into account, it requires further study and field calib- 
ration. This is because in its present form it results in 43% tail loss during 
the wet season, @ 42 cumecs on average. Though it is primarily due to the 
consideration of social factors, i.e.. necessity of bringing equity among users, 
which requires a minimum flow of 30 cumecs at the tail end to maintain 
sufficient head of water in the main canal to supply the downstream dis- 
tribution channels, it requires further refinement. Further limitations of 10s 
include its inability to analyse the economic productivity of water, the most 
comprehensive of all the productivity measures (Small & Rima1 1996). This 
is because the economic value or the market prices of the crops are presently 
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not taken into account while deciding which crop or field to inigate. This may 
influence the crop production or economic return in the dry rabi season. when 
the water is scarce. However, this requires the development and calibration of 
a more comprehensive cost function to be used in the optimisation module. 

It may also be pointed out that 10s is unable to explicitly handle the 
decisions regarding the area to be cultivated and crop types to be grown. 
especially in the dry rabi season. An additional simple optimisation scheme. 
a linear or goal-programming model, may be thought appropriate for the 
purpose, i.e., for replacing the present decision of arbitrarily cultivating 35% 
of the area with traditional crops. However, for solving such a scheme one 
would need to specify the distribution of water available during different 
crop growth stages as a constraint. Moreover, it will be difficult to account 
for the spatial variability of water along the canal length, which is possible 
only through a hydrodynamic model. Further, such a scheme would not be 
able to account for variations in soil moisture content, which is accomplished 
by MIKE SHE in 10s. Therefore, such an effort is not made at this stage. 
However, rabi simulation results have clearly shown the adaptability of 10s 
in water-short environment, thus, pointing to its versatility in handling wet 
or dry season. Therefore, in spite of its present limitations. 10s is poten- 
tially valuable for imgation management in developing countries where the 
imgation performance is far from satisfactory. 

e 

Summary and conclusions 

The broad details of the Irrigation Optimisation System (IOS), a decision 
support tool for helping the imgation managers in planning and operation of 
large inigation projects is outlined. IOS undertakes the hydraulic simulations 
of the canal system and hydrological simulations of the irrigated command 
simultaneously. The optimisation module maintains the canal releases close 
to the crop water demands and minimises the tail end losses. The irrigation 
scheduling module uses either the soil moisture or the water level approach 
and is well suited for a variety of crops, including paddy. The crop growth 
module cakulates leaf area index, root growth, daily potential and maximum 
yields and yield loss due to moisture stress. The different modules in 10s in- 
teract with one another, providing useful information on various aspects of the 
irrigation canal command including canal losses, imgation water utilisation, 
moisture status in the unsaturated zone and crop growth. 10s also provides 
the option of rotational schedule or on-demand irrigation with pre-specified 
or optimised releases. Though the rotational schedule is more popular in the 
developing countries, the on-demand irrigation option can help in developing 
the guidelines for the former. 
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I Results from the case study show that the application of 1 0 s  can lead to 

enhancements in crop production, irrigation intensity and physical productiy- 
ity of water in larse irrigation projects like MRP. 10s provides the irrigation 
managers, handling the traditional gravity irrigation projects in developing 
countries, with a versatile tool with which they can rationalise water use and 
help increase crop production. 

Modelling of an entire irrigation command area using detailed simulation 
models of channel hydraulics, soil moisture and crop growth condition in 
combination with optimisation techniques is a complex matter requiring a 
solid data base and a powerful computer. Thus the main part of the com- 
putational resources in the 10s is spent by the MIKE 11 and MIKE SHE 
simulations. It may be questioned whether such advanced model codes indeed 
are required from a pure system optimisation point of view. If the purpose of 
the present study had been to focus on refinement of optimisation methods, 
e.g., include several control structures such as the cross regulators on the 
main canal in the optimisation computations, it would probably have been 
better, with today’s computer technology, to use simpler simulation models 
than MIKE 11 and MIKE SHE. 

However, contrary to most other tools presented in the literature, 10s 
purposefully focuses equally on the hydraulic and hydrological simulation 
models and the optimisation technique. In this way, it is possible to combine 
detailed information on the channel system and on soil moisture and crop 
growth at field levels with the optimisation technique. A key motivation for 
such an approach could be that the standard simulation models, typically util- 
ised for planning and design studies in a system operation context, could be 
applied further when combined with standard optimisation techniques. The 
present paper has shown some of the possibilities, perspectives and prob- 
lems of combining such methods, representing the state-of-the-art in their 
respective fields, into a comprehensive decision support system. 
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ABSTRACT: This proceeding describes the application of a multi-species reactive transport model to a 
closely monitored deep-well artificial recharge test site at Langerak, The Netherlands. Using default parameter 
values for the processes and the measured native and recharge water quality parameters, it is possible to 
simulate the developments in the water quality very precisely. 

1 INTRODUCTION 

The water supply company South-Holland East 
(WZHO) supplies drinking water in the Rhine flu- 
vial plain in the area between Amsterdam, Rotter- 
dam, and Utrecht in the Netherlands. The main 
source of drinking water supply comes from bank- 
infiltrated Rhine River water that requires advanced 
and expensive purification techniques. At Langerak, 
The Netherlands, WZHO is investigating the use of a 
natural aquifer as an optional treatment plant for pre- 
treated river water. The main objectives for WZHO 
is to investigate clogging effects and changes in the 
water quality during passage in the aquifer between 
an injection and a recovery well. The development 
-f the content of trace metals is also in focus. The 

.vestigation is based on water quality observations 
from several multilevel wells and experiments con- 
ducted on the aquifer sediment. The data collection 
and experiments conducted were explicitly designed 
to enable a quantitative analysis of the change in na- 
tive water quality due to the injection. 

The quality of the water that is withdrawn from 
the aquifer depends on the quality of the native 
groundwater, the characteristics of the sediment and 
the quality and quantity of the injected water. Apart 
from the transport of solutes owing to the mixing of 
waters, several reactive processes also have to be ac- 
counted for in explaining the development of the 
water quality. The differences between the two solu- 
tions in oxidation level and inorganic cation con- 
centration and the presence of various minerals in 
the aquifer-will strongly affect the final quality of the 

; ater withdrawn in the recovery well. The following 
. possible reactions are implicated: Flow and the re- 

lated transport of solutes, redox processes, mineral 5 1 

dissolution/precipitation, complexation, and ion ex- 
change. 

A way to handle these processes quantitatively is 
in the framework of a reactive transport model, 
Which introduces the need for an accurate process 
formulation and the geometric distribution of the 
process parameters. Numerous chemical analyses are 
required, making it expensive to establish the distri- 
bution. The model application in this proceeding will 
try to evaluate the use of reactive transport models 
for describing and predicting the water quality 
changes at the Langerak site, predominantly using 
default parameter values known from geochemical 
model databases. 

2 LANGERAK INJECTION SITE 

Two wells, an injection and a recovery well, dis- 
tanced by 190 m constitute the test field, see Figure 

Distance 

Figure 1: Schematised section of the Langerak test 
site. After Stuyfzand & T i m e r  1998. ' 



Between these. wells, three monitoring wells are 
situated (WP1, WFZ, and WP3) at distances of 20, 
40, and 91 m from the injection well, respectively. 
Within each monitoring well, it is possible to con- 
duct multilevel sampling from three to six differently 
elevated screens. 

2.1 Recharge water 
The injection experiment at the Langerak site took 

place during the period July 22, 1996 to July 22, 
1997, one year in all. The water used for the re- 
charge injection was local groundwater pre-treated 
by aeration and rapid sand filtering. Since the plan 
for future production is injection of pre-treated 
Rhine water, NaN03 was been added continuously, 
increasing the oxidation capacity of the injection 
water to allow it to become comparable to pre- 
treated Rhine water. 

During the first month of the experiment, NaCl 
was added for tracer purposes in the attempt to de- 
termine the groundwater velocity and solute disper- 
sion (Stuyfzand & T i m e r ,  1998). This initial NaCl 
pulse was injected during the period July 22 - 
August 22, 1996 and was succeeded by injection of 
plain water. 

The mean of the measured concentrations of the 
major ions in the recharge water is shown in Table 1, 
along with the equilibrated concentrations used in 
the modelling. The recharge water is in an oxidized 
state, and the inorganic chemistry reflects these con- 
ditions. The recharge water is supersaturated with 
respect to calcite (CaCO3). 

Table 1: Total aqueous concentrations in the re- 
charge water. (kgw: kg water). 
SDe- Recharge water (Pulse) Model h u t  
1 

cies [mol/&w1 [mollkgwl 
pH 7.7 7.7 
Pe - 
Ca2' 1 SO- loe3 
Mg2' 4.54.104 
Na' 3.64-10'3 (1.58-1U3) 

Fe3' 7.23.107 
Mn2' 1.65.107 

0 2  2.53. lo4 

S 0:- 7.96.1 0-5 
TIC 5.11-103 

C1- 2.58-1 0-3 (3 .05*103 

K+ 1.67.10" 

m' 8.36*10-7 

N 0 i  2.40.10" 

12.85 

1 S O -  
2.58. l o 3  (3.05. lo4) 

4.54. 10" 
3.64. IO-' ( 1.58.1 0-3) 
1.67-10" 
7.23*10-7 
1.65-10-7 

2.527- 10" 
8.36.10-~ 

2.40- 10" 
7.96- 1 0 ' ~  
5.09- 1 0-3 

HCOi 4.88-10" 4.88- 10 '~  

2.2 Aquifer water and sediment 

The native aquifer is in an oxidative state that is 
more reduced than that of the recharge water. The 

reduction capacity is mainly associated with pyrite 
(FeS2) and other reduced minerals (e.g., siderite 
(FeCO3)), reduced exchanged cations (m', Fe2'.. ., 
and Mn2+), and methane ( C a ) ,  see Table 2. I 

Table 2: Total aqueous concentrations in the native 
groundwater at WP3-f4. The X indicates exchanged 
species. Mineral concentration and exchanged spe- 
cies are given as their equivalent aqueous concentra- 
tions. 
Species Native Model input 

[mol/kgw] [rnolkgwl 
7.3 7.16 
2.70- lo4 2.70- 10" c1- 

Mg" 6.20- 10" 6.03- 10" 
Na' 1.82-10" 1.82-10" 

PH 

Ca2+ 1.87-10-~ 1 ~34.1 o - ~  

IC' 1.90-104 1.88-10" 
Fe2' 8.7 1 * 1 0-' 1.4 1.1 0-' 
Mn2+ 1.20- 1 o-' 1.17- 1 0-5 

-\ m+ 5.20-10-~ 4.97. 1 0 '  

0 2  e 3.00-10-' 0.0 
so42- I 1.20.10-~ 2.0 1 - 1 0- ' 
TIC 8.17-10" . 8.28- 1 0-3 
HC03- 7.36- lom3 6.94- 1 OS3 

- 3.57- lo4 
- 7.34- l o 3  

NaX 

- 2.82- 10" 
caX2 

- 3.35-10-' MgX2 
FeX2 - 2.79- 1 O 5  

- 2.47- 10" 
M a 2  
K x  

- 3.27- lo-' 
- 1.52-10-7 

NH4x 
H x  

CH4 3.90- 1 0" 3.98-103 - 
NO{ e 7.00- lo4 7.00.106 a~ N2 

CEC,x. 2.00- 
Pyrite 5.73. lo-' 5.73.10-' 
calcite 0.227 0.227 - 
Goethite 0.0 0.0 . .  

2.3 Controlling reactive processes 
It is expected that the recharge of oxidized water will 
implicate oxidation of aquifer constituents, and the 
oxidized species will subsequently take part in other 
processes, e.g. precipitation of oxidized iron miner- 
als here expressed by goethite (FeOOH). Oxidation 
of organic matter is here assumed insignificant ow- 
ing to a low observed change in concentration of or- 
ganic matter (not shown). 

The different concentrations of the cations will in- 
fluence the ion exchange complex. In particular, the 
high concentration of Na' injected as a pulse is ex- 
pected to replace Ca2' and Mg2' initially bound in 
aquifer material. The subsequent normalisation will 
reverse the exchange. The ion exchanged concentr 
tions listed in Table 2 are based on equilibrium c&-' 
culations using Gaines-Thomas coefficients from lit- 
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erature (Appelo & Postma 1993). pH is assumed to 
be controlled by the presence of calcite. 

J REACTIVE TRANSPORT MODEL 

The flow and reactive solute transport are calculated 
using the MIKE SHE modelling system (Abbott et 
.al. 1996). Three modules are used to compute the re- 
active solute transport: 

1. The AD-module, which calculates three-dimen- 
sional solute transport. 

2. The BM-module, which calculates kinetically 
controlled microbial-mediated degradation of 
organic matter under the influence of the sur- 
rounding geochemical environment. 

3. The GM-module, which calculates reversible 
thermodynamically controlled equilibrium ion 
exchange, precipitatioddissolution, complexa- 
tion, and redox processes. The GM module is 
based on the geochemical mass transfer model 
PHREEQC (Parkhurst 1995). It is modified 
slightly, so it can be coupled to the MIKE SHE 
system. 

- 

Since degradation of organic matter is assumed 
unimportant in these preliminary simulations, only 
the modules AD and GM are used when modelling 
the Langerak deep-well injection site, and hence 
only these will be discussed here. Several methods 
are available for solving the reactive transport equa- 
tions (Engesgaard & Kipp 1992). In the MIKE SHE 
system, the solution to the coupled transport and the 
geochemical problem is carried out with a sequential 
non-iterative approach (SNIA). In SNIA, the AD- 
module solves the advection-dispersion equations in 
the first step hereby introducing a non-equilibrium 
'ate. In the following and final step, the GM module 

djusts the transported concentrations to obtain 
equilibrium. 

4 MODELLING THE LANGERAK SITE 

At this preliminary stage, the modelling of the 
groundwater flow and the related transport will only 
take place in the framework of a one-dimensional 
(1D) model aquifer. The advantage of 1D simula- 
tions is a highly reduced calculation time. Among 
disadvantages are hat variations in dilution, veloc- 
ity, and dispersivity though the system, which are 
due to inhomogeneities in the aquifer and the flow 
pattern induced from the pumping system, are all 
neglected. The Langerak data support a fully three- 
dimensional (3D) model setup, but so far a 3D 
.,.ode1 has not been applied to the problem. 

4.1 Flow and transport setup 
The pore-velocity and the dispersivity are estimated 
by means of the analytical 1D model CXTFlT (To- 
ride et al. 1995) for fitting the breakthrough curves 
for chloride for each screen. The velocity and disper- 
sivity used in the following simulations are 0.9 
m/day and 0.5 m, respectively. These parameters 
represent transport from the injection well to a spe- 
cific screen WP3-f4, which is situated at well WP3, 
at level 86 m, see Figure 1. Comparison between 
measured and simulated concentrations will only, be 
done for screen WP3-f4. 

4.2 Reactions setup 

Using an equilibrium assumption when modelling 
the reactive processes implies that the input solution 
and the native solution have to be charge-balanced 
and in equilibrium. Only the transport of solutes can 
disturb this equilibrium. The solution used in the 
model can therefore not be exactly matched since the 
measured concentration levels of the various species 
are not exactly charge-balanced or at equilibrium. 
The geochemical model does not accept, for exam- 
ple, that 0 2  and NI&' are present at the same time, 
since these constituents are not at chemical equilib- 
rium. 0 2  will be used to oxidize N€&+ until either 0 2  
or N&+ is totally consumed. The equilibrium as- 
sumption explains the difference between the ob- 
served and modelled solution composition listed in 
Table 1 and 2. In addition, it has been necessary to 
treat N&' as an individual component not influ- 
enced by redox processes. If set at equilibrium, it 
will be instantaneously oxidized by 0 2 ,  NO3- or 
SO:-. It is included in the model as a cation ex- 
changer only. 

Default process parameters from the PHREEQC 
database are used with respect to complexation, re- 
dox and mineral processes. Partly fitted values are 
used only with respect to cation exchange reactions. 

The mean of the measured solution concentrations 
in the recharge water is assumed to be at equilibrium 
with atmospheric 02(g) and COz(g). The partial 
pressure of C02 has been slightly adjusted to make a 
better estimate of the modelled pH. In general, the 
calculated composition of the recharge water is 
comparable to the measured concentration. Only mi- 
nor differences are observed in Table l. The oxidiz- 
ing capacity, associated with 0 2  (4 eq./M), NO< (5 
eq./M), and S04*- (8 eq./M), is approximately 
2.85-10-3 eq. 

The background water as observed in WP3-f4 is 
set to be at equilibrium with the exchanger (X-) and 
with minerals calcite and pyrite. The modelled re- 
duction capacity, mainly associated with pyrite ( 15 
eqJM), is 8.6.10-2 eq. No direct measurement of 
CEC is available, so the exchanged concentrations 
are calculated on the basis of the concentration of the 
various . ion exchangeable species. The selectivity 



coefficients used are based on literahue values (Ap 
pel0 & Postma 1993, Stuyfzand & T i m e r  1998), 
see Table 3. 

Table 3: Gaines-Thomas selectivity coefficients. 
1 
0.45 
0.5 
0.6 

MgX2 
FeX2 
M n x 2  0.55 
Kx 0.15 
Hx 1 
NH4x 0.3 

4.3 Results and discussion 

Figure 2 shows the resulting breakthrough curves 
from the reactive transport simulation for several 
species. In all seven plots, solid or dashed lines 
represent simulated results whereas markers 
represent temporal measurements from the injection 
experiment. The location of the breakthrough is for 
all curves at WP3-f4. Looking first at the 
breakthrough curve for Cl-, it is seen that the 
measured arrival and disappearance of the pulse is 
very well reflected in the simulation. Recall that the 
detennination of the groundwater velocity and the 
dispersivity is based on this breakthrough curve. 
Thus, a good agreement between measured and 
simulated C1' is almost obligatory. The background 
concentration is followed by the pulse, which is 
superseded by the recharge water concentration that 
is slightly higher than the background concentration. 
Only a few measurements are not exactly on the 
simulated line. C1- broke through after approximately 
100 days, and the pulse duration increased from the 
original 30 days to 40 days at 91 m downstream 
from the injection. It is worth noticing that 
approximately 100% Cf mass recovery was found at 
this distance from the injection relative to the total 
input of Cl-, indicating that the 1D assumption is 
acceptable. Both HCOY and pH are well predicted 
by the simulations. As the concentration of HCO; 
generally seem to slightly underestimate the 
measurements, measured and simulated pH are in 
good aFeement, except for the background values of 
the aquifer at the beginning. The initid saturation of 
calcite could be said to "lock" initial pH to an 
erroneous result. With respect to the redox 
environment, the evolution of C€&, SO?, and Fe2' 
is given. For C&, there is fair agreement between 
measured and simulated results, but the simulation 
seems to be insufficiently dispersed. The SO? 
simulation tends to overestimate the measured 
concentration in the longer time scale corresponding 
to the recharge water. Similarly, it can be hard to 
recognise the concentration similarities between 
measured and simulated Fe". The poor fit of Fez' 

~ 
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and overestimation of S04Lf are believed to be 
caused by an only partial oxidation of pyrite and 
perhaps a presence of siderite. After one year of_ 
travel, oxidlied conditions have still not be< 
obtained in the aquifer at this distance. 0 2  and NO3 -- 
are not shown, since no changes in concentration 
occur. Thus, 0 2  and NO3' are strongly retarded 
relative to C1-. 

The chromatographic behaviour of the cation 
exchange is illustrated by the breakthrough curves of 
the cations. In general, there is good accordance 
between the simulated and measured cation 
concentrations. As the C1' pulse asses, the Na' 
concentration increases as well. Ca , Mg2', and IC+ 
decrease to a level lower than both background and 
recharge water. As Na' replaces the other cations on 
the exchange complex, a release is observed. 
However, as the concentration of Na+ decreases 
again, mass from the aqueous phase of the other 
cations will be taken to cover the loss of the 
exchange complex. Mn2+ is also well described b.- ~ 

the simulation, although slightly overestimated. 
manganese substitution in siderite was suggested by 
Stuyfzand & T i m e r  (1998) as an explanation for 
the deviations. Unfortunately, the simulation of 
Nl&' does not yield a picture similar to these 
measurements. All cations break through a little later 
than Cl-? indicating a minor retardation. It is seen 
that Na' is slightly retarded, Ca" and Mg2' are more 
retarded, and K' is even more retarded. According to 
the measured data, W' should be strongly retarded. 
Because of ion exchange competition, the shape of 
the retarded species is not perfectly Gaussian. The 
retarded species recover more slowly to the recharge 
concentrations characterised by more dispersed 
breakthrough curves relative to chloride. 

The evolution of minerals pyrite and calcite is 
shown as the difference between the actual 
concentration and the native mineral concentratio 
Pyrite starts precipitating at the time of the 
breakthrough of Cf. Near the injection well, pyrite is 
oxidized, and Fez' and SO:- are dissolved as the 
aquifer becomes oxidized by the recharge water. 
Downstream, the increased concentrations of Fez+ 
and SO," make pyrite precipitate again, because the 
aquifer at downstream locations still is reduced. 
After the breakthrough of C1', the concentration of 
pyrite increases to a constant level. at equilibrium 
with the incoming Fe2+ and SO:- because of the 
constant upstream pyrite oxidation rate. The 
concentration will remain constant until the retarded 
oxidation front arrives at the well, but this had not 
happened within the 365 days of the experiment. 
Calcite starts to be dissolved when C1- breaks 
through owing to the lower content of HCOi in the 
recharge water. Because Ca2' contributes to thp 
cation exchange process, the Na+ pulse is reflected i, 
calcite dissolution as well, which explains the lack 
of dissolved Ca2' in the cation breakthrough curve. 

$ 
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-The measured concentrations of nickel (Ni) and . been possible to simulate the major geochemical 
S04'- are also illustrated. Ni is probably substituted 
in the pyrite and consequently dissolved as pyrite is 
oxidized. The same picture can be observed for other 
trace minerals like arsenic, cadmium, and zinc (not 
shown). It is expected that when the yrite has been 
>tally oxidized, a precipitation of Fe -minerals may 

"onstitute a base fof trace mineral sorption. 
However, this state of aquifer development had not 
been reached at WP3 within the test period. 

In general, a good agreement between the meas- 
ured and simulated concentrations is seen despite the 
simplification by using only 1D and default values 
from a chemical data base. 

A future application of 2D and 3D flow patterns 
will probably improve the results with respect to fit- 
ting the breakthrough curves from all screens. None 
of the investigated species constitute a danger to 
human health in the concentrations developed. How- 
ever, an inclusion of the transport of trace metals as- 
sociated with pyrite and goethite will justify the 
modelling in this sense. Clogging effects owing to 
mineral precipitation should also be analysed. Sorp- 
tion of organic micropollutants (e.g., pesticides) to 
precipitated iron minerals will be investigated. In the 
end, the oxidation of pyrite will finally be complete, 
and the aquifer will be entirely oxidized. Thus, there 
is an upper limit of the reduction capacity of the aq- 
uifer. Likewise, if the artificial recharge at the Lan- 
gerak site is halted, a re-reduction of the aquifer will 
ake place. Sorbed trace metals and organic micro- 

pollutants will be desorbed, with consequences for a 
future withdrawal. Reactive transport simulations 
can, in this respect, be a powerful tool for investi- 
gating the future behaviour of the aquifer develop- 
ment independent of human choices. 

8 

5 CONCLUSION 

Owing to time constraints, not all of the information 
available at the Langerak deep-well injection site has 
been incorporated into this model exercise. The re- 
sults presented here are focused on the observations 
from a single screen in one of the three wells. The 
observations concerning the other screens are from a 
reactive transport viewpoint somewhat analogous to 
the observations in the screen used in this study. The 
difference is believed to be caused by different travel 
times from the injection point to the various screens 
and the lack of equilibrium in the screens closest to 
the injection point. Hopefully the promising results 
from the one-dimensional model aquifer can be veri- 
fied when the site is modelled in several dimensions. 
The setup of the model has been based on observa- 
tions of the quality of the recharge water and the na- 
tive aquifer, the observation of the breakthrough of a 
conservative tracer, and default parameters for the 
reactive parameters. From these observations, it has 

processes occurring in the aquifer and the related 
change in water quality precisely and quantitatively. 
On the basis of the work carried out until now at W ' 
Langerak site, it is concluded that a reactive model 13 
a valuable tool in the design and operation of an arti- 
ficial recharge plant, at least for this specific site. 
Whether this is also the case for other aquifers with 
other physical and geochemical properties has yet to 
be proven. 
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Integrated Hydrological Modelling in South Florida Water Management District 

Jason Yan’, Emily Hopkins’ 
Henrik Refstrup Smensen’ , Jesper Tonnisen Kjelds3 

Abstract 
A physically based, integrated hydrological modelling system is used by the 
South Florida Water Management District (SFWMD) to address water 
management issues involving interactions between ground water and surface 
water flow regimes. The modelling system is based on the MIKE SHE (Refigaard 
and Storm, 1995) and MIKE 1 1 (Havna and Madsen, 1995) systems developed by 
the Danish Hydraulic Institute @HI). The MIKE SHENIKE 11 modelling 
system is being further developed and tailored to South Florida conditions, as part 
of the project “Small Scale Surface Water - Ground Water Model” being 
conducted by SFWMD. This paper provides a brief description of the applied 
MIKE SHE and MIKE 11 modelling systems and of the enhancements being 
carried out as part of the SFWMD project. Preliminary results of the first MIKE 
SHE application at the SFWMD are presented. 

Introduction 
The South Florida Water Management district is home to one of the largest 
wetland systems in North America, stretching southward from the Kissimee River 
to Lake Okeechobee to the Everglades and finally to Florida Bay. Historically, 
this wetland spilled out of Lake Okeechobee as a river about 50 miles wide and 
200 miles long,, but only a few inches deep. In the first half of this century, canals 
were dug, and levees built to contain the marsh and drain the land for residential 
and agricultural development. Recently, however, there has been a move to 
restore parts of the Everglades system to more historic conditions. Work is 
proceeding to allow over bank spilling, channel meandering and reduction of 
impacts fiom over exploitation of ground water. The intricacy of the wetland flow 
system and complex interactions between surface water, ground water and 

’South Florida Water Management District, 3301 Gun Club Road, West Palm Beach, Florida 
33406, USA 
’Danish Hydraulic Institute, Agern Alii 5, DK-2970 Denmark 
’DHI lnc., 8 Neshaminy Interplex Suite 219, Trevose, PA 190S3, USA 
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evapotranspiration, in combination with massive human interventions combine to 
make the Everglades restoration project a formidable technical problem. Its 
solution will require application of advanced mathematical modelling tools. 

Role of Integrated Hydrological Modelling in SFWMD 
Exploitation of water always affects the hydrological cycle. Overexploitation of 
ground water for public water supply, irrigation and industry can lead to 
destruction of wetlands, lakes and rivers. An integrated hydrological model can 
predict effects of human interventions on the hydrological cycle (e.g. the 
minimum discharge in a river, or the water level in a lake, the extent of a wetland 
etc.) and thereby create a more informed basis for poiicy and decision making. 
For SFWMD the most obvious application areas lies within general water 
resources management and policy making focusing, in particular, on wetland 
protection and restoration, public water supply and irrigation. 

The MIKE SHE Modelling System 
MIKE SHE is a deterministic, fully distributed, and physically based modelling 
system for describing the major flow processes of the entire land phase of the 
hydrological cycle (see Fig. 1). The MIKE SHE model was derived from the SHE 
model (Abbott et al., 1986a and 1986b). SHE was developed during the 1970's 
as a joint European effort of the University of Newcastle, Laboratoire National 
d'hydraulic de France (French National Hydraulic Laboratory) and DHI. The 
concept and philosophy behind MIKE SHE is basically the same as for SHE. The 
main differences are in regard to user friendliness, pre- and post-processing 
facilities, code efficiency and robustness. Moreover a number of add-on modules 
have been developed for MIKE SHE for instance for pollution transport, 
geochemistry and biology. The basic water flow module of MIKE SHE includes 
the following processes: 

Interception and evapotranspiration: The interception storage is expressed as a 
function of Leaf Area Index (LAI). The actual evapotranspiration may be 
calculated using the empirical Kristensen and Jensen model (Kristensen and 
Jensen I975), or the Penmann-Monteith model. 

Overland Flow: The overland flow module is a 2-dimensional final difference 
model using a diffusion wave approximation of the Saint Venant equations. The 
overland flow module is fully coupled to the river module and may act both as a 
source and a sink for river flow. 

Channel Flow: The original version of MIKE SHE used a 1-dimensional 
diffusion wave approximation of the Saint Venant equations. This river module 
has a number of shortcomings that limit its applicability for studies involving 
complex surface water regimes. For instance it does not support hydraulic 
structures and rivers were considered as a line located between model grids. 
Consequently rivers could not be wider than one model grid. 

- 2 -  Yan et al. 



Figure 1. Structure of the MIKE SHE Modelling system 

As part of the SFWMD project the original river module of MIKE SHE is 
substituted with the far more advanced MIKE 11 modelling system. 

Unsaturatedflow: In the most comprehensive mode MIKE SHE solves the full 
Richard’s equation. A simplified version that neglects the tension term of 
Richard’s equation is also available. 

Saturafedflow: The saturated zone module is a traditional 3-D final difference 
ground water model. In structure and flexibility the ground water flow model is 
similar to the USGS MODFLOW model. 

The SFWMD Project 
The SFWMD Project was launched in July 1997. The main objectives are to 
develop and test an integrated hydrological modelling system for SFWMD. The 
original MIKE SHE, described above, is being tailored to South Florida 
conditions. The model development phase ends March 1998 and is to be followed 
by a testing phase that ends in September 1998. During the testing phase, the 
modified modelling system will be applied to simulate the hydrological functions 
of the Everglades Nutrient Removal site located southeast of Lake Okeechobee. 
As part of the project MIKE SHE is being interfaced to SFWMD databases and 
GIS applications to facilitate model construction and simplify conversion between 
MIKE SHE and existing SFWMD models. In addition, a number of new modules 
and improvements are implemented. These are briefly described below: 
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Integration of the MIKE I I river modelling system with MIKE SHE 
In an area like South Florida, with small hydraulic gradients and numerous 
hydraulic control structures, a fully dynamic river model is required in order to 
simulate water level variations with any precision. A river model must also be 
able to account for a range of different hydraulic structures to meet SFWMD 
needs. The hydrodynamic (HD) module of MIKE 11 meets these requirements. A 
coupling between MIKE SHE and MIKE 11 HD was originally developed by 
DHI as part of a major project in the Slovak republic (DHI, 1995) and 
subsequently tested in connection with other model applications. Since the 
concept and methodology behind the MIKE SHE/MTKE 11 integration are well 
established, the developments which take place under the SFWMD project focus 
primarily on making a generic, user friendly and numerically robust coupling of 
the two modelling systems. 

Simple Evapotranspiration and Infiltration Module 
As an alternative to MIKE SHE'S more complex modules a new simple module is 
being implemented based on a formulation by Yan and Smith (1994). This module 
considers the root zone as just one layer and calculates actual evapotranspiration 
from interception storage, ponded water, moisture content in the root zone and 
evaporation fiom the saturated zone using a MODFLOW extinction depth 
approach. 

Irrigation and Crop Growth Module 
The inigation module calculates irrigation demand based on water availability in 
the root zone. The module uses the so-called MAD concept (Maximum Allowable 
Deficit), where irrigation water is applied whenever the water content drops 
below crop dependent threshold values. Irrigation water may be supplied from 
ground water as well as surface water, and may be applied as sprinkler inigation 
or sheet irrigation. Crop growth may be prescribed in terms of leaf area index and 
root depth, or it may be calculated using a cropgrowth module. The crop growth 
module uses FA0 crop yield coefficients (FAO, 1979) and uses an s-shaped, 
Gompertz growth equation (Thornley, 1976. Thornley and Johnson, 1990). 

Alligator Lake Draw Down Study 
The Alligator Lake draw down study is the first modelling study in which the new 
integrated model is applied. In order to harvest undesired water plants in the 
shallow parts of Alligator Lake, the SFWMD has plans to draw down the water 
level in the lake from the normal 19.4 m to 17.6 m. A number of tropical fish 
farms are located in the vicinity of the lake. The fish farmers are concerned that 
the lake level may affect the ground water table in the surfcial aquifer system. If 
the ground water level drops, the water level in the fishponds may drop 
accordingly. Significant drops in fish pond levels could result in large economic 
losses for the fish farmers. The objectives of the study are as follows: 1) to test if 
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the model is suitable for simulating the Florida hydrological conditions, 2) 
evaluate if the lake draw down will have impacts to the groundwater levels near 
the fish ponds. If the model passes the test, the model will be used to assist water 
managers to schedule and design the draw down operations for minimising the 
impacts, if any, to the groundwater tables in the vicinity of the fishponds. 
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Fig. 2 
content in unsaturated zone and ground water table. (The moisture content plot 
shows results in 3 diferent depths. The soil is a Myakka soil with saturated water 
content=32%, Feld capacity=l4%, and wiltingpoint=3%) 

Time-series of rainfall, simulated actual evapotranspiration, moisture 

According to the draw down schedule, the water level will be kept on 17.6 m for 
about 3 months. Subsequently, all gates that divert water fiom the lake will be 
closed, and the water level will start to recover. The recovery of the lake water 
level will depend on weather conditions. There are concerns that this recovery 
may take several months or even longer. If the water level is maintained at 17.6 m 
for a long period of time, it may ultimately affect the ground water table 
significantly. In order to determine the recovery period under different conditions, 
the model will be used to simulate some water level recovery scenarios, for 
instance assuming a wet year, a typical year and a dry year. The study was 
launched in November 1997 and is being carried out as a joint effort between DHI 
and the SFWMD. DHI established a roughly calibrated model for SFWMD and 
the final model calibration, validation and scenario simulations are done by 
SFWMD staff, with assistance from DHI. Preliminary model results indicates that 
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the model performs reasonably well (Fig. 2). The figure shows rainfall, 
evapotranspiration, soil moisture content in three different depths and simulated . 
and observed ground water level, at a location near one of the fish farms. 

Conclusions 
An integrated hydrological modelling system has been developed based on DHI’s 
MIKE SHE and MIKE 11 systems. The integrated modelling system provides 
capabilities to simulate the entire hydrological cycle. The first model in the Lake 
Alligator area in South-Florida, indicates that the model functions correctly, and 
has passed the preliminary test for simulating the South Florida hydrological 
conditions. 
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Invited overview presentation at z"d BAL TEXSruCry Conference 

CONCEPTUAL VERSUS PHYSICALLY-BASED HYDROLOGICAL MODELS: 
WHICH MODELS TO BE USED FOR BALTEX PURPOSES ? 

Jens Christian Refsgaard, Danish Hydraulic Institute, DK-2970 Hsrsholm.~email: jcr@dhi.dk 

Introduction - hydrological modelling approaches 

The two traditional approaches in hydrological modelling are the conceptual and the physically-based ones, as 
illustrated by e.g. the HBV (Bergstrom, 1995) and the MIKE SHE (Refsgaard and Storm, 1995). The conceptual 
models are used in either a lumped or a semi-distributed mode. A lumped model implies that the catchment is 
considered as one computational unit, whereas a semi-distributed model uses some kind of distribution. either in 
subcatchments or in hydrological response units, where areas with the same key characteristics are aggresated to 
sub-units without considering their actual locations within the catchment. Examples of hydrological response 
units considered in semi-distributed models are elevation zones, which are relevant for snow modelling. and 
combinations of soil and vegetation type, which may be relevant for evapotranspiration (and hence runoff 
generation) modelling. A distributed model, on the other hand, provides a description of catchment processes at 
georeferenced computational grid points within the catchment. A physically-based model may be used as either 
fully distributed or, in certain cases, semi-distributed. 

_.- 

The hndamental difference between the conceptual and the physically-based models lies in their process 
descriptions and the way spatial variability is treated. The physically-based models contain equations which have 
originally been developed for point scales and which provide detailed descriptions of flows of water, solutes and 
energy. The variability of catchment characteristics is accounted for explicitly through the variations of 
hydrological parameter values among the different computational grid points. This approach leaves the 
variability within a grid as un-accounted for, which in some cases is of minor importance but in other cases may 
pose a serious constraint. The conceptual models (irrespective of whether they are used in a lumped or a semi- 
distributed mode) uses empirical process descriptions, which have built-in accounting for the spatial variability 
of catchment characteristics. The conceptual models have been developed for and are very good at describing 
runoff generation and overall water balances, but generally fail to provide details of water flows and soil 
moisture storages as well as descriptions of fluxes of solutes and energy. 

Several intercomparison studies of lumped conceptual, semi-distributed conceptual and distributed physically- 
based models have indicated that their respective capability of predicting catchment runoff are almost identical 
(e.g. Refsgaard and Knudsen, 1996). The question of which model type to use for BALTEX purposes thus boil 
down to the question of what the purpose of the hydrological modelling is. Hence for keeping track of runoff and 
water balances the conceptual models are adequate and suitable. However, if the purpose is extended with a wish 
to provide descriptions of the spatial pattern of soil moisture and energy fluxes, then the only option left is the 
physically-based models. 

The HBV conceptual model has already successfully been established for runoff simulations of the Baltic Sea 
catchment (Bergstrom and Carlsson, 1994). The key data used for this exercise are hydrometeorological time 
series (precipitation, temperature, potential evapotranspiration for a large number of stations). To use physically- 
based models at the same scale requires the following two problems to be solved: 
0 Readily available data from national, regional or global databases must be used. In addition to 

hydrometeorological data also used by conceptual models, data on topography, soil type, land use and 
geology must be available. In order to use a physically-based model at such large scale in practise these 
additional data must be readily available in digital form. 
A consistent methodology for upscalindaggregation of physically-based models for use at the BALTEX 
scale is required. Due to the large catchment area the computational grid sizes will inevitably be so large ( 1  
km' or larger) that it is impossible explicitly to resolve all the variability of catchment characteristics. 
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Therefore, the upscaling/aggregation methodology must somehow also consider the variability existing 
within each grid area. 

The presentation will discuss the possibilities of overcoming these two problems and present examples of MIKE 
SHE applications to large scale modelling. 

Global and regional databases 

Digital global and regional databases of interest for large scale hydrological modelling such as in BALTEX are 
rapidly becoming available in these years. Examples include 1x1 km2 DEM’s available over the Internet and the 
GISCO database containing amongst others soil type and land cover for most of Europe. Together with suitable 
transfer functions they can provide very useful input data for large scale modelling. The key gap generally 
remaining when looking for readily available global data appears to be geological data. Whereas inclusion of 
geological data generally is very important, these data are not so crucial for the rather surface oriented research 
carried out within BALTEX. 

Upscaling of physically-based models for application to BALTEX scale 

The complex interactions between spatial scale and spatial variability is widely perceived as a substantial 
obstacle to progress in this respect (Bloschl and Sivapalan, 1995; and many others). Often a distinction is made 
between the terms upscaling and aggregation. Thus, upscaling is a special case of spatial aggregation, namely 
one in which the objective is to transform the point parameter values into ‘effective’ block parameter values, 
such that the microscale equations in the model become valid at the macroscale. A principal difference between 
aggregation and upscaling is that whereas aggregation can be defined irrespective of a model operating on the 
aggregated values, upscaling must always be defined in the context of a model that uses the parameters that have 
been scaled up (Heuvelink and Pebesma, submitted) 

The research results on the scaling issue reported during the past decade have, depending on the particular 
applications, focussed on different aspects, which may be categorised as follows: 

subsurface processes focussing on the effect of geological heterogeneity; 
root zone processes, including interactions between land surface and atmosphere; and 

0 surface water processes focussing on topographic effects and stream-aquifer interactions. 

The effect of spatial heterogeneity on the description of subsurface processes has been the subject of 
comprehensive research for two decades, see e.g. Dagan. (1986) and Gelhar (1986) for some of the first 
consolidated results and Wen and Gomez ‘Hernandez (1996) for a more recent review. The focus in this area is 
largely concerned with upscaling of hydraulic conductivity and its implications on solute transport and 
dispersion processes in the unsaturated zone and aquifer system, typically at length scales less than 1 km. 

The research in the land surface processes has mainly been driven by climate change research where the 
meteorologists typically focus .on length scales up to 100 km. Michaud and Shuttelworth (1997), in a recent 
overview, conclude that substantial progress has been made for the description of surface energy fluxes by using 
simple aggregation rules. Sellers et a]. (1997) conclude that “it appears that simple averages of topographic slope 
and vegetation parameters can be used to calculate surface energy and heat fluxes over a wide range of spatial 
scales, from a few meters up to many kilometers at least for grassland and sites with moderate topography”. An 
interesting finding is the apparent existence of a threshold scale, or representative elementary area (REA) for 
evapotranspiration and runoff generation processes (Wood et al., 1988; Wood et al. 1990; Woods et al., 1995). 
Famiglietti and Wood (1995) concludes on the implications of such an REA in a study of catchment 
evapotranspiration that “the existence of an REA for evapotranspiration modelling suggests that in catchment 
areas smaller than this threshold scale, actual patterns of model parameters and inputs may be important factors 
governing catchment-scale evapotranspiration rates in hydrological models. In models applied at scales greater 
than the REA scale, spatial patterns of dominant process controls can be represented by their statistical 
distribution functions”. The REA scales reported in the literature are in the order of 1 - 5 km’. 
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The research on scale effects related to topography and stream- aquifer interactions has been rather limited as 
compared to the above two areas. Saulnier et al. (1997) has examined the effect of the grid sizes in digital terrain 
maps (DTM) on the model simulations using the topography-based TOPMODEL. They concluded that in 
particular for channel pixels the spatial resolution of the underlying DTM is hporbnt. Refsgaard (1 997) using 
the distributed MIKE SHE model to the 440 km2 Danish Karup catchment with grid sizes of 0.5 km. 1 km, 2 km 
and 4 km, found that the discharge hydrograph shape was significantly affected for the 2 and 4 km grids as 
compared to the almost identical model results with 0.5 and I km grids. He concluded that the main reason for 
this change was that the density of smaller tributaries within the catchment was smaller for the models with the 
larger grids. 

0 

Many researchers doubt whether it is feasible to use the same model process descriptions at different scales. For 
instance Beven (1995) states that “ ... the aggregation approach towards macroscale hydrological .modelling. in 
which it is assumed that a model applicable at small scales can be applied at larger scales using ‘effective’ 
parameter values, is an inadequate approach to the scale problem. It is also unlikely in the future that any general 
scaling theory can be developed due to the dependence of hydrological systems on historical and geological 
perturbations.” Similarly, Wen and Gomes Hem6ndez (1996) emphasise the fundamental problems in the 
different upscaling techniques. 

The research within BALTEX mainly deals with scaling of root zone processes, while the subsurface processes 
and stream-aquifer interaction play minor, although not uninteresting, roles. A key challenge as compared to the 
experiences reported in the literature is then how to make use of the physically-based model at large scale 
without possibility for detailed calibration at that scale, when we know that its physically-based equations are 
developed for small scales. Such model can only be stated as well proven for small scales. and the few attempts 
made so far to use it on scales above 1,000 km’ have applied calibration at that scale (e.g. Refsgaard et a]. 1992; 
Jain et al., 1992). The basic upscaling methodology proposed for this purpose is based on a semi-distributed 
approach: 

The basic modelling system is of the distributed and physically-based type. For application at point scale 
(where it is not used spatially distributed) the process descriptions of this model type can be tested directly 
against field data. 
The model is used with (equations and) parameter values in each horizontal grid point representing 
microscale conditions. The microscale is selected as a scale for which previous tests have indicated that the 
model is able to describe the basic processes satisfactorily (50 - 200 m). 
The smallest horizontal discretization in the model is the grid scale or grid size (1  - 5 km) that is larger than 
the microscale. This implies that all the variations between categories of soil type and crop type within the 
area of each grid can not be resolved and described at the grid level. Input data that vary at microscale, and 
whose variations are not included in the grid scale model representation, are distributed at the macroscale so 
that their statistical distributions are preserved at that scale. 
The results from the microscale modelling are then aggregated to macroscale (10 - 50 km) and the statistical 
properties of model output and field data are then compared at macroscale. 
For applications to larger scales than macroscale, such as BALTEXscale, the macroscale concept is used, 
just with more grid points. This implies that the BALTEX scale can be considered to consist of several 
macroscale units, within each of which the microscale statistical variations are preserved and at which scale 
the predictive capability of the model thus lies. 

-. 
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The microscale considered is not point scale, but rather a field scale characterised by ‘effective’ soil and 
vegetation parameters, but assuming only one soil type and one vegetation type. Thus the spatial variability 
within a typical field is aggregated and accounted for in the ‘effective’ parameter values. Physically-based 
models have previously at many occasions documented their ability to describe conditions at field scale by use of 
effective parameters (e.g. Jensen and Refsgaard, I991a,b,c). In the aggregation to macroscale the variations 
among soil types and crops are preserved statistically, although they are not correctly georeferenced. A field 
scale is typically 1 ha, whereas the model grids used are 2-3 orders of magnitude larger. The macroscale may be 
an entire catchment, but would for larger scale representations such as the Baltic Sea catchment be subareas of 
maybe 100 model grids. This implies that the macroscale model does not pretend to provide a correct description 
at a grid scale, because the within-grid variation of soil and vegetation types are not described at that scale. 
However, at the macroscale, the statistical properties of the model aim at describing well the statistical properties 
of field conditions. 

@ 
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Conclusion 

Both the conceptual and the physically-based models are required for BALTEX. The two model types have 
different capabilities, potentials and limitations: 
0 The conceptual models are today ready for operational use for simulation of runoff at the BALTEX scale. 

Thus for establishing overall water balances for the Baltic Sea catchment this model type can provide 
significant contributions. The conceptual models can easily be semi-coupled with atmospheric models in 
such a way that the atmospheric model generates input for the hydrological model, but due to incompatible 
spatial resolution and lack of energy balance description it is not possible to make a suitable feedback 
mechanism to the atmospheric model. 
The physically-based models enable a more detailed description of hydrological processes with a better 
spatial resolution, which is of great importance for the research on land surface-atmosphere interactions. 
Thus this model type makes it possible to simulate spatial land surface patterns which are directly 
compatible with available spatial remote sensing data. Because physically-based models contain spatial 
information on soil moisture and easily enables inclusion of standard SVAT schemes, they can be fully 
coupled with atmospheric models with mutual feedback mechanisms. 

@ 

a 
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In brief, it may be concluded that at present the conceptual models comprise a major operational potential. 
whereas the distributed models have the major research potential of interest in a BALTEX context. 

-.. 
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ABSTRACT 

The European Soil Erosion Model (ELJROSEM) is a dynamic dismbuted model, able to simulate sediment transport. 
erosion and deposition over the land surface by rill and interill processes in single stonns for both individual fields and 
small catchmenu. Model ourput includes total runoff, total soil loss. the storm hydrograph and storm sediment graph. 
Compared with other erosion models, EUROSEM has explicit simulation of interill and rill flow; plant cover effects on 
interception and minfall energy; rock fragment (stoniness) effects on infiltration. flow velocity and splash erosion: and 
changes in the shape and size'of rill channels as a result of erosion and deposition. The transport capacity of runoff is 
modelled using relationships based on over 500 experimental observations of shallow surface flows. EUROSEM can be 
applied to smooth slope planes without rills, rilled surfaces and surfaces with furrows. Examples are given of model output 
and of the unique capabilities of dynamic erosion modelling in general. 0 1998 John Wiley & Sons. Ltd. 
KC( WORDS: soil erosion model: soil msion processes: dismbured modelling: dynamic modelling. 

INTRODUCTION 

An increasing awareness by scientists, governments and the general public that soil erosion is an important 
problem within the countries of the European Community (Morgan and Rickson. 1990) has drawn attention to 
the lack of a satisfactory system in Europe for assessing the risk of erosion. predicting erosion rates and 
designing and evaluating different soil protection strategies. Resent technologies for erosion assessment, based 
on scoring systems for rainfall erosivity, soil erodibility. slope and land use (Auerswald and Schmidt, 1986; 
Rubio. 1988; Briggs and Giordano, 1992; Jager. 19941, provide information on the spatial distribution of erosion 
risk but only limited data on erosion rates. Attempts to use the Universal Soil Loss Equation (USLE) 
(Wischmeier and Smith. 1978) in Europe as a technique for predicting erosion rates and evaluating different soil 
conservation practices show that great care is required in the selection of input values for rainfall (R) (Chisci and 
Zanchi, 1981; Richter. 1983) and soil erodibility (0 (Richter, 1980 De Ploey, 1986; Schwenmann, 1986) 
factors. Also, the equation is of limited value since it cannot provide information on the fate of sediment once it 
is eroded. The U S E  is not able to predict deposition or the pathways taken by eroded material as it moves from 
hillslope sites to water bodies. In a European context, where the most imponant consequences of erosion are 
pollution and sedimentation downstream rather than loss of productivity on-site, policy-makers need to know 
more about the location of sediment sources and sinks. Further, the design of strategies to control pollution 
associated with runoff and erosion on agricultural land requires knowledge of what happens in individual rain 
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storms. often on a minute-by-minute basis. in order to predict the size and timing of peak discharges of water 
and sediment from hillslopes to rivers. The USLE cannot provide tis because it predicts only mean annual soil ,.e- - 
loss. 

In order to provide a better representation of erosion processes. Amencan scientists have concentrated in 
recent years on developing mofe physically based erosion models such as those used in CREAMS (Knisel. 
1980 Foster er al.. 1981). ANSWERS (Beasley et at., 1980). KINEROS (Woolhiser et 01.. 1990) and WEPP 
(Nearing et of.. 1989). Similar models are also being developed in Australia (Rose er af.. 1983: Misra and Rose. 
1992). 

Whilst both CREAMS and WEPP can be run for individual storms. they simulate only total storm soil loss. 
and assume a steady surface flow profile. They do not model peak sediment discharge or describe the pattern of 
events within a storm. or provide a sediment graph showing the pattern of sediment discharse over time. 
information which is useful for looking at potential pollution loadings from sediment fluxes into water courses. 
For catchments where one or two storms account for most of the annual soil loss. which is the typical situation in 
many European counmes (Sfalanga and Franchi, 1978; Boschi ahnd Chisci. 1978; Richter, 1979: Raglione er 
uf.. 1980: Boschi et ul., 1984; Tropeano. 1984: Chisci er af.. 1985: Govers. 1987). steady flow is rarely achieved. 
and the CREAMS and WEPP methodologies may be inappropriate. In order to obtain a good approximation of 
what is happening over the land surface in such events. a fully dynamic approach IO erosion modelling is 
required. 

The need for an alternative approach was recognized at the European Community Workshop held in 
Brussels. 1986, when Chisci and Morgan (1988) proposed a framework for a European model to be based on the 
best European research into erosion processes and their control. One of the recommendations of the Workshop 
was that European scientists should ‘try to develop a new general erosion model for use in the EC countries for 
erosion risk evaluation and the design of erosion control measures’ (Chisci. 1988). This paper describes the 
outcome of the resulting research effort which has led to the European Soil Erosion Model (EUROSEM). In 
addition to describing EUROSEM. emphasis is given to the features which make it different from and an 
advance upon the American and Australian models referred to above. 

-.. 

__ 

. .  APPROACH 

Since soil erosion by water is closely related to rainfall and runoff. erosion modellins cannot be separated from 
the procedures used to model the generation of runoff and its routing down a hiIlside and through the river 
channel network. Some models. like WEPP and CREAMS, use continuous simulation to model the generation 
of runoff. Continuous simulation models require a large amount of input data for weather and land use that are 
only indirectly related to erosion studies. In addition. they are sensitive to modelling evapotranspiration and soil 
dynamics. and simulate a large number of small events that may not produce significant runoff or soil loss. It 
seems therefore more appropriate to focus on the development of an event-based model. considering. as 
indicated above, that erosion is dominated by only a few events per year which are characterized by a highly 
dynamic behaviour. 

An alternative approach was therefore adopted based on simulating the dynamic behaviour of events within 
a storm. Within-storm modelling is also more compatible with the equations used in process-based models to 
describe the mechanics of erosion. These equations are strictly applicable to instantaneous conditions and they 
cannot be applied to average conditions without loss of accuracy. Applying them to conditions averaged over 
one minute is thus more acceptable than using them for conditions averaged over one hour or more. It is 
recognized. however, that this approach creates problems for the determination of certain input data, 
particularly relating to the starting conditions prior to each storm. 
Many of the factors that influence erosion. particularly soil. slope and land use. have considerable spatial 

variability and cannot be described by a single average value, even over areas as small as one field. Spatially 
lumped models, which treat an area as a single unit of uniform characteristics. are not appropriate for most 
natural catchments. If this spatial variability is to be taken into account, a dynamic distributed model must be 
used. The simulation of erosion contained in EUROSEM is linked to the water and sediment routing structure of 
the KINEROS model (Woolhiser et of., 1990). It has also been linked with the MIKE SHE model (Danish 
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Figure 1. Flow chart of EUROSEM 

Hydraulic Institute. 1993) which is a continuous simulation model and an extension of the original Systeme 
Hydrologique Europien (SHE) model (Danish Hydraulic Institute, 1985; Abbott et ul.. 1986). The description 
given in this paper is for the EUROSEM-KINEROS version. 

BASIC CONCEPTS 

The flow chart for EUROSEM is presented in Figure 1. EUROSEM has a modular structure with each module 
being developed in as much detail as the existing level of knowled_ee permits. This structure will enable 
continuous improvements to be made in the light of new research. EUROSEM uses a dynamic and distributed 
simulation of erosion processes with explicit simulation of rill and interill flow. Water and sediment are routed 
over the land surface which is represented. following KINEROS. as a series of interlinked uniform slope planes 
and channel elements to simulate small catchments. Soil loss is computed as a sediment discharge. defined as 
the product of the rate of runoff and the sediment concentration in the flow. to give a volume (or mass) of 
sediment passing a given point in a given time. The computation is based on a numerical solution of the 
dynamic mass balance equation (Bennett. 1974; Kirkby, 1980: Woolhiser et a/.. 1990): 

where C=sediment concentration (m' m-3). A =cross-sectional area of the flow (m'). Q=discharge (m3 s-I), 
qS=external input or extraction of sediment per unit length of flow (rn3s-'m-'). e=net detachment rate or rate of 
erosion of the bed per unit length of flow (m3 s-' m-').s=horizontal distance (m). and r=time (s). 

For channel flow qs represents lateral inflows of sediment from the base of adjacent hillsides. When applied 
to overland flow over hillslopes. qs becomes zero. 

The term e in Equation 1 is composed of two major components: 

e = D R + D F  (2) 

where DR=the rate of soil panicle'detachment by raindrop impact (m3 s-' m-I). and DF=the net rate of soil 
particle detachment by the flow (positive for detachment and negative for deposition) (m3 s-' m-I). 

Q 1998 John Wiley & Sons, Ltd. Earrh Surf. Proccss. Londform 23,527-544 (1598) 
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Values of surface m o f f  Q(xj )  and A(x j )  are obtained by numerical solution of the dynamic mass balance 
equation for water, analogous to Equation 1: .-\ 

where r,(r)=the rainfall rate less the interception (mm min-'),f(r)=the local infiltration rate (mm min-') and 
w=flow width (mm). 

Equation 3 is solved using a kinematic wave assumption for a fixed relation Q(A) (Woolhiser and Liggett. 
1967; Woolhiser, 1969). During flow recession. the calculations of infiltration loss. f (r) .  following KINEROS. 
are based on the depth of water ( ~ ( x J ) ,  m) and an estimate of the fraction of the surface covered to this depth. 

MODEL COMPONENTS 

Rainfall interception 

Rainfall input to the model is in the form of break-point data giving a depth R (mm) for each time step during 
a storm. From this input, rainfall intensity (Ri, mmh-') and rainfall volume (m3) are calculated. Account is also 
kept of the cumulative rainfall (R-, mm) received during the storm. 

open ground or passing through gaps in the canopy and reaching the soil surface as direct throughfall (DT, mm), 
and that which strikes the vegetation cover. The division is based on the simple relationship: 

On reaching the canopy of the vegetation, the rainfall is divided into two parts. namely that falling either on - 

IC = R . COV (4) 

where IC=the depth of rainfall intercepted by the vegetation (mm), and COV=the fraction of the surface 
covered with vegetation. 

An initial proportion of the intercepted rainfall is stored on the leaves and branches of the vegetation. This is 
termed the interception store. The rainfall held in this store does not reach the soil surface and therefore is 
unavailable for infiltration or runoff. In many erosion models, this interception store is either ignored, as in 
CREAMS, or is considered as a depth which has to be filled before rain is allowed to pass from the vegetation 
canopy to the pound, as in KINEROS. This lpt approach means that no rain reaches the soil surface from the 
canopy until the interception store is full. EUROSEM adopts a more dynamic approach.which allows rainfall to 
pass from the canopy to the ground at the same time as the interception store is being filled. This means that 
some transfer of water from the canopy will take place right from the start of the storm. The depth of the 
interception store (ICgm, mm) for a time step ( r s ,  s) is modelled as a function of the cumulative rainfall from the 
start of the storm, using the exponential relationship proposed by Merriam (1973): 

where IC-=the maximum depth of the interception store for the given crop or vegetation cover (mm). 
. In most erosion models, it is assumed that the canopy cover protects the underlying soil from erosion and so 
iinle attention is given to the fate of intercepted rainfall and its influence on the erosion system. In EUROSEM, 
however, the importance of leaf drips in detaching soil particles from the soil mass is recognized, so it is 
necessary to calculate the proportion of the rainfall reaching the ground surface a s  leaf drainage. Thus, the 
rainfall which is intercepted by the canopy and not held.in the interception store (termed temporarily intercepted 
throughfall (TIF, mm)) is partitioned into stemflow (SF, mm) and leaf drainage (LD. mm). The depth of 
stemflow for each time step is modelled as a function of the average acute angle (PA. degrees) of the plant stems 
to the ground surface, using equations developed in laboratory experiments by van Elewijck (1989a.b). These 

0 1998 John Wiley & Sons. Ltb Earth Surf. Proccss. Landforms 23.527-544 (1998) 



, -. 

a 

THE E U R O W  SOL EROSION MODEL (EUROSEM) 331 

equations have been modified by assuming that a maximum of half the depth of temporarily intercepted 
throughfall is available for stemflow. to give: 

SF = 0.5 TlF (cos PA sin2 PA) ( 6 )  

for grasses, and 

SF = 0.5 TIF COS PA (7) 

for other plant species. 
Conceptually, Equations 6 and 7 describe the relationship between the diameter of the catching surface 

(stems and leaves) and the median volume drop diameter of the raindrops. Where, as with grasses. the mean 
diameter of the catching surface is less than the drop diameter, gravity, expressed by sin PA, plays an important 
role in determining the depth of s t e d o w .  With thicker catching surfaces, stemflow depth depends only on the 
projected length of the stems or leaves. as expressed by cos PA. 

The difference between the depth of the temporarily intercepted throughfall and the depth of stemflow for 
each time step comprises leaf drainage, i.e. that component of the rainfall which reaches the soil surface as 
individual drips from the leaves. The net rainfall at the ground surface. which is therefore available for 
infiltration. is the summation of the direct throughfall, stemflow and leaf drainage. 

Infiltration 
KINEROS-EUROSEM models infiltration using the equation (Smith and Parlanse. 1978): 

wheref,=the maximum rate at which water can enter the soil. which is known as the infiltration capacity 
(mm min-I), K,=the saturated hydraulic conductivity of the soil (mm min-'1. F=the amount of rain already 
absorbed by the soil (mm), andB=an integral capillary and water deficit parameter (mm) related to soil fraction 
c2mm. 

The term B is obtained from: 

where G=the effective net capillary drive (mm). O,=the maximum value of water content of the soil 
(m3 m-3). and 8,=the initial value of soil water content (m3 m-3). 

The term G is a conductivity-weighted integral of the capillary head of the soil. used in many infiltration 
equations, and defined as: 

where #=the soil matric potential (mm). and K(#)=a hydraulic conductivity function. 
G is essentially a property of the soil with units of length and is conceptually equivalent to a value of effective 

capillary head. The parameters G. K, and 8, are measurable and physically related, but guidelines for their 
estimation based on soil texture are given by Woolhiser et af. (1990). 

In the initial part of a storm, F is increased by the addition of rainfall. since the value off, is very large for 
small values of F. The model predicts the initiation of runoff as the time whenF grows to the point that Equation 
8 findsf, to be equal .to or less than the rain rate (ri). beyond whichf(r)=f, (F). The prediction of ponding and 

@ 1998 John Wiley & Sons. Lth Earth S u e  Process. Landforms 23.527-544 (1998) 



~ 

532 R P. C MORGANIZAL. 

subsequent infilmion rate in a unified equalion is based on soil physics, and is the main reason behind using F 
rather than r as the independent variable (Smirh, 1983). 

of crusting and management practice. Adjustments to these values are made within the model to account for the 
effects of rock fragments and the presence of any vegetation or crop cover. Rock fbgments affect infilmtion in 
two ways. First., they reduce the effective overall storage in porosity (8,-8,) by modifying the parameter B in 
Equation 8 to account for the presence of rock fragments (ROC') using the relationship (Woolhiser et a/., 1990): 

\ 

When operating EUROSEM. the input values of G. K, and 0, are varied according to the soil texture. degree ' 

where B,=the parameter B modified for rock fra-menu (mm m i d ) ,  and ROC=the fraction of the soil 
composed of rock fragments, expressed as a volume between 0 and 1. 

Second, rock fragments affect infiltration into soils through their position on the soil surface (Poesen and 
Ingelmo-Sanchez, 1992; Poesen et al., 1994). Rocks which are embedded in a surface seal reduce infiltration 
whereas rocks which sit on the surface or are surrounded by macropores (e.g. those produced as a result of 
tillage) protect the soil smcture and promote infiltration. EUROSEM models the first condition using the 
equation: 

Kmr = K,(1- PAVE) 

and the second using the equation: 

K,, = K,( l+PAVE) (13) 

where Ksroc=a modified value of saturated hydraulic conductivity (mm min-I), and PAV€=the fraction of the 
surface area covered by rock fiagments (between 0 and 1). 

Equation 13 should not be used, however, if the effects of tillage on saturated hydraulic conductivity 
outweigh the effects of rock fragments. 

The research base for modelling the effect of vegetation cover on infiltration is rather sparse. Thornes (1990) 
proposes that infiltration capacity increases exponentially with increasing percentage vegetation cover as a 
function of increases in organic matter and decreases in the bulk density of the soil. Such a relationship is 
similar to that developed by Holm (1961) to express the saturated hydraulic conductivity of the soil as a 
function of the percentage basal area of the vegetation. Based on his work, the following equation is used in 
EUROSEM to modify the saturated hydraulic conductivity value of the soil: 

I 

where Ksvee=the saturated hydraulic conductivity of the soil with the vegetation (mm min-'). PBAS€=the total 
area of the base of the plant stems expressed as a proponion (between 0 and 1) of the total area of the plane. 

Soil sulfare condition 
The soil surface is considered to be composed of form roughness and hydraulic roughness. both of which 

play a role in erosion as well as water flow. The form roughness of the soil surface determines the volume of 
water than can be held on the surface as depression storage. The basis for modelling. however, is exnemely 
limited and depression storage is ignored in many hydrological models. However. it is included in EUROSEM 
where it can be used to describe different surfaces produced by tillage. The form roughness of the soil surface is 
expressed by aroughness measure (RFR). defined as the ratio of the straight line distance between two points on 
the ground (X, m) to the actual distance measured over all the microtopographic irregularities (Y, m). RFR is 
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determined in tbe field by placing a one metre long chain with a 5 nun link on the soil surface and measuring the 
distance between the two ends of the chain: - 

. L., 

RFR=- y-xxlm 
Y 

(15'1 

This measure is converted into a surface s t o w e  depth. D(m). using a regression equation developed from 
research in southern Germany: 

D = exp(-6.6+0.27 RFR) (16) 

Surface riinoffprocesses 
When the net rainfall intensity at the -mound surface exceeds the infilmtion nte  and surface depression 

storage is satisfied, the excess comprises surface runoff. In KINEROS-EUROSEM. runoff along a slope for a 
plane element. a rill, or a channel is viewed as a one-dimensional surface flux in which discharge (Q) is related 
to the hydraulic radius (r). The rating equation, based on the normal flow equation. is: 

.-- 
i 

where. based on the Manning equation for flow velocity. u=flow velocity (ms-I). r=hydraulic radius (m). a = s  
OJ/n (mIn s-I). s=slope (96). n=Manning roughness value (m-''j s), and m=5/3. 

.4ssuming discharge Q=uA, the general rating equation can be written as: 

Q = a p r "  

where p=the wetted perimeter (m). 
Combining Equation 18 with the continuity Equation 3 gives: 

I 

where q=r,-fis the lateral inflow rate (m3 s-' m-I). or 'rainfall excess'. 
Manning's equation for flow velocity is chosen because of its wide use by engineers and availability of input 

data. It is recognized that this implies turbulent flow but. given the types of storms for which EUROSEM is 
designed, this does not seem unreasonable. Also, it avoids the need to identify the transition between early 
laminar and turbulent flow when. as is generally the case. the flow is disturbed by raindrop impacts. 

The traditional concepts of rill and intemll processes, where flow erosion occurs in the rills and splash 
erosion on the interrill area. are not adopted by EUROSEM. Instead. splash and flow processes are modelled on 
all areas, with the distinction between rill and intemll areas being one of geometry. Rills. which can encompass 
any form of concentrated flow path, are described as essentially trapezoidal channels with side wall slopes of0 
(vertical) or greater (Figure 2). Intemll areas are surfaces without orientated roughness. The whole area may or 
may not be rilled. but if rills are present EUROSEM assumes the intemll areas slope towards the rills rather than 
straight downslope. Erosion and deposition by splash and flow detachment can occur at any point on either the 
rill or intemll areas (see next two sections). Water and sediment are routed across the intemll areas as well as 
through any rills until the bottom of the plane is reached. 

Within EUROSEM it is possible to specify whether the rills are uniform in depth over the whole length of a 
plane or whether their depth increases downslope. The depth and width of the riI1 at each point along its length 
will change in response to erosion and deposition. EUROSEM assumes that deposition will reduce the depth 
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Figure 2. Reprexnlation of the hydrauiic geometry of a rill channel (Wk=distance between the centre line of the rill and cenm line of the 
intenill area; d=depth of base of the rill below the average height of the lnrerill surface: :=side slope of the rill expressed as the atio of 

horizontal to venical cornporn) 

whereas erosion will increase the width and the depth by taking material equally from the two sides and bonorn 
of the rill. 

For shallow interrill surface flow. a unit width is used for computations, so that p =  I and r=h. In EUROSEM. 
h is a lumped variable representing the mean of a disnibution of depths across the slope. The discharge rating , 

Equation 18 becomes: _.  

which represents the mean (non-linear) condition for such an averaged concept of h. Equation 19, for a unit 
width @,w=l) and r=h,  becomes: 

dh dh 
I3 
-+mhm- '  - = q ( x , r )  & 

In KINEROS. the kinematic wave Equations 19 or 21 are solved numerically for a finite difference grid by a 
four-point implicit method using the Newton-Raphson technique (Pearson, 1983: Woolhiser er 01.. 1990). The 
upslope boundary condition for the depth of flow ( h )  at x=O and r=O is either 0 or equal to the depth of runoff 
from an upslope contributing plane. The finite difference solution of Equation 1 provides arrays of nodal point 
values of Q. A and u. These values, along with the array of nodal values of C at the previous time step (Ci. i= 1. 
N) (plus the upstream and initial conditions described below), allow an explicit solution of the finite difference 
form of Equation 1 for new values of Ci. starting with the node just below the upsmam boundary. 

A similar procedure is adopted for routing flow in rills or channels, where the relevant rating equation is 
Equation 19. The term 9(x,r) in the equation then becomes the unit discharge into the rills from interrill 
contributions. 

. 

Soil derachmem by raindrop impact 

Modelling this process is based on relationships between detachment and the kinetic energy of rainfall. In 
contrast with most erosion models which, as seen earlier, ignore the effects of leaf drip. EUROSEM explicitly 
models soil detachment by raindrop impact for both direct throughfall and leaf drainage as a function of their 
kinetic energy. This enables the effects of different heights of vegetation and canopy and residue covers to be 
simulated explicitly. 

The rainfall energy reaching the ground surface as direct throughfall (K€(DT). Jm-2 mrn-') is assumed ro be 
the same as that of the natural rainfall. It is estimated as a function of rainfall intensity from the equation derived 
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by Brandt (1989) which assumes that the raindrop size distribution follows that described by Marshall and 
Palmer (1948): 

K€( 07) = 8.95 + (8.44 log Ri ) ( 2 3  

The energy of the leaf drainage (E(LD), Jm-' mm-') is estimated from the following relationship developed 
experimentally by Brandt (1990): 

where PH=the effective height of the plant canopy (m). 
The relationship is considered valid because, for a wide range of plants. the dropsize distribution of leaf 

drainage (with a median drop diameter of about 4-8mm) has been found not to vary (Brandt. 1989). This means 
that the variations in the energy of leaf drainage are solely a function of the impact velocity of the raindrops 
which depends on the height of fall. The model sets the kinetic energy of leaf drainage to zero when the canopy 
height is less than 14cm to avoid the negative values predicted by Equation 23. 

The to& kinetic energy of the rainfall can be calculated by multiplying the energies obtained from Equations 
22 and 23 by the respective depths of direct throughfall and leaf drainage received and summing the two values. 
This calculation is made in EUROSEM for every time increment of the rainstorm. 

Derachmenr equarion for rainfull. Soil detachment by raindrop impact (DR. m3 s-' m-') for time step (I,) is 
calculated from the equation: 

k 
DR=-KEe-Lh 

P S  
(24) 

where k a n  index of the detachability of the soil (gJ-') for which values must be obtained experimentally, 
p,=particle density (kg m-3), K€=the total kinetic energy of the net rainfall at the ground surface (Jm-2). :=an 
exponent varying between 0.9 and 3.1. depending on soil texture but for which a value of 2.0 can be used for a 
wide range of conditions (Tom et 01.. 1987). and k t h e  mean depth of the surface water layer (m). 

The influence of slope on soil particle detachment is neglected in EUROSEM because of the difficulty of 
characterizing the 'effective slope' which needs to be measured over distances of several drop diameters from 
the point of raindrop impact and is dependent upon local surface roughness and the angle of internal friction of 
the soil (Tom and Poesen. 1992). It is not the same as the general surface slope, which is generally smaller. 

Where non-erodible surfaces. such as rock outcrops, surface rock fragments, concrete and tarmac. occur 
within the element, the detachment rate is modified by: 

DR,, = DR( 1 - PAVE') 

where DR =the detachment rate allowing for the non-erodible surfaces (m3 s-l m-I), and PAV€=the fraction 
(between rand 1) of the soil surface covered by non-erodible surfaces. 

Initial condirion for sedimenr concenrrarion. Since. during a rainstorm. splash erosion will already be taking 
place when runoff begins, the initial sediment concentration in the runoff cannot be taken as zero. Based on an 
analysis of Equation 1 at the time of ponding (Ip, s) or x=O and A=O, the sediment concentration (C) at rp is 
calculated, as in KINEROS, from: 

where vr is the particle settling velocity (m s-I). 
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This equation is also used to determine the boundary condition at the upper end of a slope plane when there is 
no input of runoff or sediment from above. '. \ 

! 

e Soil detachment by runoff 

Soil detachment by runoff is modelled in terms of a generalized erosion-deposition theory proposed by 
smith er UZ. (1995).  his assumes that the aansport capacity concentration of the runoff (TC. m3 m-9 reflects a 
balance between the IWO C O R ~ ~ ~ U O U S  counteracting processes of erosion and deposition. It implies that the 
ability of flowing water to erode its bed is independent of the amount of material it carries and is only a function 
of the energy expended by the flow, particulariy the shear between the water and the bed. and the turbulent 
energy in the water. The erosion rate of the flow (Eg. m3 s-' m-') is continually accompanied by deposition at a 
rate equal to w C rs, where MY is the width of flow (m). This condition can be expressed as: 

where DF=the net detachment rate of soil particles by the bow (Equation 2). which is positive for erosion and 
negative for deposition. 

According to this generalized theory. the transport capacity concentration (TC) represents the sediment 
concentration at which the rate of erosion by the flow and accompanying rate of deposition are in balance. In . ., 
this condition. DF is zero and E equates to the deposition rate (WTCV,). A general equation for net soil 
detachment during Bow. expressel in terms of settling velocity and transport capacity, then becomes: 

This equation, however, assumes that the soil particles are loose so that processes are reversible whereas, in 
reality, detachment will be limited by factors such as soil cohesion. The net pick-up rate for cohesive soil 
therefore needs to be reduced by a Coefficient whenever C is less than TC. Equation 28 becomes: 

where B=a flow detachment efficiency coefficient. This coefficient is equivalent to the efficiency functions 
proposed by Rose et al. (1983) and Stycren and Nielsen (1989) in their procedures for modelling of soil 
detachment by flow. 

By definition, /3=1 when Df is negative (deposition is occurring) and P c l  for cohesive soils when DF is 
positive ( T C K ) .  This parameter can be evaluated experimentally by a steady flow experiment in which clear 
water flows across a uniform bed of soil, and the spatial rate of change of C is measured. Such experiments have 
in fact been done in furrow irrigation (Trout. 1996). EUROSEM estimates B as a function of the cohesion of the 
soil (5, kPa) as measured by a torvane under saturated conditions. Soil cohesion has been successfully related to 
the onset of rilling (Rauws and Govers, 1988). and is recognized by a number of authors (Tom and Borselli, 
1991: Brunori eraf.. 1989; Crouch and Novrui. 1989) as related to erodibility. It is recognized. however. that the 
relationship between soil cohesion and detachability of the soil by runoff is dependent upon the initial moisture 
content (Govers and Loch. 1993) and on initial structural conditions (Govers er a[.. 1990). and that no unique 
relationship exists even for a single soil. However, untii a procedure is developed that enables the detachability 
of soils by flow to be predicted from soil parameters which can be easily measured in the field, an approach 
based on cohesion seems the most appropriate. For application, EUROSEM assumes at present that when 
J c 1 kpa, /3 = 1. For larger values of J ,  the value of f l  is reduced exponentially: 

. 
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When TC is zero and DR has a value due to rainfall energy, a value of C will be obtained such that. using 
Equation 2 with t-0, DET=wi;C. The concentration in flow will be C=D€T,,wv,. This has been termed 'rain 
flow transportation' (Moss er ai., 1979). 

Transport capacity of thejlow 
The capacity of runoff to transport detached soil particles is expressed in EUROSEM in terms of a 

concentration. TC. For flow in rills, it is modelled as a function of unit stream power, using a relationship based 
on the work of Govers (1990) which showed that the transporting capacity of overland flow could be predicted 
from simple hydraulic parameters. For interrill flow, TC is modelled as a function of modified stream power. 
based on the experimental work of Everaen (1991). 

Rill transport capacity. Unit stream power (0. cms") is the hydraulic variable on which rill TC is based. and 
is &fined as: 

-- 

I - .. 

1 

where s=slope (%), and u=mean flow velocity (ms-I). 

50 to 250pm) as follows: 
Based on this variable, Govers (1990) found that TC could be expressed for any particle size (ranging from 

where w,=critical value of unit stream power (=0.4cms"), and c,? =experimentally derived coefficients 
depending on particle size. 

Further analysis has shown that one can estimate c and T )  as follows: 

c = [(d,, + 5 )  / 0.32 pa (33) 

where cis, is,the median particle size of the soil (pm). 
These relationships were derived from over 500 observations in experiments carried out on a range of 

materials with median grain sizes (dX)  from silt to coarse sand, slopes from 1 to 15 per cent and discharges from 
2 to lWcm3 cm-' f'. They are valid for sediment concentrations up to 0.32 which seemed to be an upper limit 
obtained in the experiments beyond which further increases in stream power caused no funher increase in 
sediment concentration. The need to insen a critical value for unit stream power of 0-4m s-' means that the 
equations cannot be used at very low unit stream powers. 

Interrill transport cupuciry. EUROSEM uses the following interrill flow equations based on experimental 
work on shallow intemll flow by Everaert (1991). using a range of particle sizes from 33 to 390pm: 

b 

Ps9  
TC = - [(R - iL, )'"'" - I]  (35) 
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where x=5, p,=the sediment density (kgm-3), and b=a function of particle size defined by: 

19-(dm /30) 
6=  

io4 
-2n 4 5  &the modified stream power (g1’5 cm s ) defined by Bagnold as: 

in which U* = shear velocity (ms-I). The symbol Q, is a critical value of Q found by using. in the same formula. 
the Shields critical shear velocity (White, 1970): 

tr; = J-’ 

where yc is the modified Shields’ critical shear velocity based on particle Reynolds number (m s-’). and g is the 
acceleration due to gravity (ms-’). 

CALCULATION OF SOIL EROSION 
Hillslope erosion 

(product QC) are calculated. Combining Equations 2 and 29, e is obtained as: 
For each time step and each node along the slope plane, the net rate of ercsion (e) and the sediment discharge ‘ . 

e = DR + fi  vs(TC - C) (39) 

When rates of soil detachment by raindrop impact are sufficiently small and the sediment concentration in the 
flow exceeds the transport capacity, e becomes negative and represents a net deposition rate. This situation 
arises when DR is very low or when runoff and sediment are routed from one slope plane to another of lower 
gradient. 

Three cases of surface topography can be simulated, based on the geometry of the rill and intemll areas (see 
section on ‘surface runoff processes’): 
(a) the surface may contain no rills. but have some surface irregularities: 
(b) the surface may be rilled, with intemll flows routed toward the rills as described by Equation 21; 
(c) the surface may be furrowed, or have very dense rills, such that intemll routing is illogical due to the short 

For case (a), typical of relatively smooth slope planes. interrill flow is assumed over the entire element, and the 
flow direction is directly down the plane. Intemil splash and transport relations are used. For case (b). the model 
simulates both shallow flow and rainsplash erosion between the rills. and downslope flow with much large 
carrying capacities in the rills. Intemll flow is routed towards the rills along a slope taken as the vector sum of 
the slope along the rills and the slope of the surface in a direction normal to the rills: rill spacing on the element is 
assumed to be uniform. When distance of intemll flow is less than lm. as in case (c). interrill routing is 
inappropriate, and rill input rate q is taken as the rainfall excess rate times the intemll flow distance. Rain flow 
transport concentrations are used for inrerrill sediment concentrations. By using case (c), EUROSEM can 
simulate the furrows produced by agricultural implements and also plough-rill erosion. 

Channel erosion 
Channel flow and erosion are simulated in EUROSEM using the same general approach adopted for rill 

erosion. The main differences are that soil detachment by raindrop impact within the channel is neglected and 
that lateral inflows of sediment from the hillsides (qs in Equation 1) become important. In the same manner as 

distance traversed by intemll flows. 

1 
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-- for rills, C may be explicitly computed for each time step in the finite difference scheme..once the array of 
hydraulic variables. A, Q and I(, is found, starting with he  first node below the upper boundary. If there is no 
input of runoff at the upper end of the channel, the transport capacity at the first node is zero and the boundary 
condition is set as: 

4s 
Q+vsBW 

C(0.t) = (40) 

where BU’=the bottom width of the channel (m). Otherwise. procedures are precisely the same as for 
calculation of rill sediment transport. Bank collapse is not simulated. 

Catchment representation 
As in the KINEROS model. a catchment is represented as a network of surfaces and channels of rather 

arbitrary complexity. Channels may receive distributed inputs from hillslopes on either or both sides or as a 
concentrated flow from upstream (as for a headwater area). Channels may also receive input from one or two 
upstream channels. Hillslopes may be represented as heterogeneous along their flowpaths in slope. width. rill 
density or other properties by using a cascade of adjacent surfaces (Morgan et al.. in press). 

MODEL APPLICATIONS 

We acknowledgte that a validation of this model is beyond the scope of an introductory paper. and this section is 
rather intended to demonstrate briefly some of the unique capabilities of EUROSEM and dynamic erosion 
models in general. More extensive field applications are intended for subsequent publications. Data collected 
from the Woburn Erosion Reference Experiment (Catt et al., 1994). a series of erosion plots operated jointly by 
Silsoe College and Rothamsted Experimental Station at Woburn, Bedfordshire. UK. are used for a simulation to 
demonstrate the output that can be obtained from EUROSEM (Version 3.3). The experiment is sited on a sandy 
loam soil of the Cottenham Series, a brown sand. as defined by Avery (1980). classified as an Udipsamment 
(Soil Survey Staff, 1975) and a Cambic Arenosol (FAO-UNESCO, 1974). developed on Cretaceous Lower 
Greensand (Catt et al., 1974). The plot used for the simulation is 40m long and 22.5 m wide with a mean slope of 
9 per cent. Hydrographs and sedipphs were recorded using the sediment sampling system described by Vivian 
and Quinton (1993). To take account of under-recording of the pumped samplers. the sediment concentrations 
were corrected by multiplying them by the ratio of the total soil loss determined in the field Io that determined 
from the pumped samples. The event chosen for simulation. a storm of 943mm on 17 September 1992. is a 
characteristic short-duration, high-intensity summer storm for southern England. At the time of the storm. the 
plot was under a crop of sugar beet with a 70 per cent cover. The main pulse of the storm lasted 20min with a 
peak intensity of 126mm h-’ for lmin (Figure 3). 

The output hydrograph and sediment graph for the storm, together with observed data. are illustrated in 
Figure 3. A best fit for the hydrograph was obtained by a trial-and-error calibration, with all parameters 
constrained to physically realistic values. EUROSEhl appears to simulate quite well the time to peak discharge, 
the peak discharge and the overall shape of the hydrograph. The sediment graph. for which no calibration was 
attempted, shows that EUROSEM appears to overestimate the sampled sediment concentrations, but the 
differences are not large. 
EUROSEM can also provide information on changes in surface elevation and rill geometry. as shown in 

Figure 4 where it can be seen that the greatest changes have taken place at the lower end of the plot where 
discharge is higher. Figure 5 illustrates the dynamic modelling of the interception process within EUROSEM. 
Under the sugar beet canopy on the plot. most of the water intercepted by the plant canopy reaches the ground as 
leaf drip with the rest being made up of stemflow and direct throughfall; only a relatively small amount is held in 
the interception store. Comparing Figure 5 with the rainfall hyetograph in Figure 3. the relative importance of 
leaf drip is seen to increase with rainfall intensity. 

The dynamics of surface water flow during a storm of rapidly varying rainrates are important in erosion and 
deposition properties. For most field slope lengths, storms rarely, if ever, reach steady flow, as assumed by 
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Figure 3. Hyetograph simulated and observed hydrograpb. and simulated and observed sediment graphs for the event of 17 September 
1992. (The simulated hydropph was fitted to the observed data. Although the simulated sediment concentrations appear too high. the . 
simulated total aom soil loss was 57 kg compared with an observed value of 42 kg, suggesting that the measured sediment concentrations are in error.) 
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Figure 6. Comparison of the actual water profile with the steady Row profile at peak flow for the storm of Figure 3 on a IOOm slope 

several sediment yield models. For the storm of Figure 3. for example, on a lOOm slope, the actual surface water 
profile at time of flow peak is compared with a steady flow profile in Figure 6. This is a simple slope shape, but it 
is clear that the steady flow assumption cannot actually predict with much accuracy where erosion and 
deposition will occur. Since the WEPP methodology finds the peak flow using kinematic water routing, the 
accuracy of that method will depend critically on the extent to which the sediment concentration at estimated 
peak flow approximates the overall average C. Further. as shown by Smith et al. (1995). steady flow 
assumptions which lie behind the slope length extrapolations in the USLE and RUSLE approaches are 
considerably in error for longer slopes, for the same reason: steady flow does not occur under erosive storms on 
longer slopes. 

CONCLUSIONS 
EUROSEM is a fully dynamic state-of-the-art erosion model, able to simulate sediment transport, erosion and 
deposition by rill and intemll processes over the land surface in individual storms for both single fields and 
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small catchments. It provides information on total runoff. total soil loss, the storm hydropph and storm 
sediment graph. At present, EUROSEM is not able to simulate erosion by ephemeral gullies or by saturation ,'.--' 
overland flow. Compared with ocher models, however, EUROSEM provides for explicit consideration of rill b.  a,' 

and intemll flow, improved simulation of plant cover effects on interception. rainfall energy and flow velocity, 
mspon capacity computations using relationships based on over 500 experimental observations made with 
shallow surface flows, and specific simulation of the effects of rock fragments (stoniness) on infiltration. flow 
velocity and splash erosion. The me dynamic nature of the simulation provides advantages over approximate 
steady flow methods now in use. 

Readers interested in obtaining a copy of EUROSEM may visit hnp://www.silsoe.rranfield.ac.uW 
eurosem/eurosem.htm 
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Grundvandets siirbarhed - 
EDB-modellering 
Af Anders Refsgaard, civ. ing., Ph.D. 
Afdelingsleder, Dansk Hydraulisk Znstitut 

Indledning og problemstilling 
Debatten omkring beskyttelsen af grundvandet pbgbr med uformind- 
sket styrke. Begreber som kildepladszone, indvindingsoplande, infiltra- 
tionsomrider, beskyttelseszoner og szrlige drikkevandsomrdder svirrer 
i luften. Der er lagt op til anvendelse af endog betydelige ressourcer i 
forbindelse med f.eks. tvungne zndringer af areal-anvendelse og i for- 
bindelse med udkgning af beskyttelseszoner for grundvandsindvin- 
dinger. Der m i  derfor ogsd ofres ressourcer pb at bestemme og priorite- 
re disse omrbder bedst muligt. 

Ud1;egning af omrsder, hvor der pakgges visse restriktioner pi5 areal- 
anvendelsen, f.eks. mindsket brug af pesticider og gprdning, for at sikre 
den fremtidige kvalitet p i  det nedsivende grundvand, vi1 fonnentlig bli- 
ve mere og mere almindeligt. Man er allerede startet i Nordjyllands Amt 
med egentlig opkprb af landbrugsarealer og efterfdgende udkgning til 
skovbrug. Der vi1 derfor blive brug for trovaerdige metoder til udpeg- 
ning af de omrider, hvor grundvandet egentlig dames, og formentlig 
ogsd for at vide, hvor lang tid der gdr fra grundvandet dames, til det 
genfindes i indvindingsboringeme. 

Indvindingsoplandet til en given indvindingsboring eller gruppe af ind- 
vindingsboringer (kildeplads) kan defineres som det omrbde i den fil- 

~ tersatte formation indenfor hvilket en tilstedevaerende vandpartikel f0r 
eller siden vi1 n5 hen til indvindingsboringen, se Figur la.  Dvs. dette 
omride bestemmes alene pi  grundlag af strermningsforholdene i det 
magasin, hvor boringen er filtersat. Dette omrsde fokuseres der fra for- 
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skellig side utroligt meget pi, men omridet er jo egentligt kun interes- 
sant i forbindelse med en forureningssituation, hvor forureningen er 
niet helt ned i det aktuelle grundvandsmagasin. e I 
Infiltrationsomridet for en given boring eller gruppe af boringer kan 
defineres som det omride, hvor det oppumpede grundvand dames via 
infiltration gennem jordens umzttede zone eller via infiltration fra 
vidomrider og vandlab, se Figur lb. Dette omride kan sagtens - som 
det vi1 fremgA af det falgende - ligge langt fra boringerne og helt uden 
for indvindingsoplandet. Det er dette omride, der er interessant i for- 
bindelse med beskyttelsen af gmdvandet, idet drikkevandskvaliteten 
direkte kan pivirkes af kvaliteten af det infiltrerende vand. 

Det engelske begreb capture zone er i virkeligheden en kombination af 
indvindingsopland og infiltrationsomr Ade, idet capture zone kan defi- 
neres som det (tre-dimensionale) omride indenfor hvilket vandet stram- 
mer til en given boring eller kildeplads. Her kan der altsi vzre tale om 
et omride, der strEkker sig over flere geologiske lag, og specielt i for- 
bindelse med forureningsundersagelser er dette omride interessant, se 
Figur lb. 

32- I 

22 

Figur 1 Definition af indvindingsopland, infiltrationsorAde og capture zone<<. 
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Metoder til bestemmelse af 
grundvandets sirbarhed 

Grundvandets sirbarhed er en svzr storrelse at mile og definere. Dels 
skal der tages stilling til sirbarhed overfor hvad, dels skal der tages stil- 
ling til sirbarhed - tid og sted. Det har vEret en tradition i Danmark, at 
grundvandets sirbarhed relateres til tykkelsen af det over grundvands- 
magasinet (eventuelt) beliggende dzeklag typisk bestiende af morzne- 
ler. Dette er alt andet lige ogsi et relativt mil  for, hvor godt beskyttet et 
grundvandsmagasin er, idet en stone tykkelse alt andet lige beskytter 
bedre end en mindre. Dette >>alt andet ligecc dzkker dog over s i  mange 
forskellige forhold, at det i mange tilfzelde virker uforsvarligt at anven- 
de dzklagstykkelser alene i forbindelse med vurderingen af sirbarhed. 
Forhold som ligeledes burde indgd i vurderingen af sirbarhed er (listen 
er formentlig noget lzngere, men dette er de umiddelbare for forfatte- 
ren til dette indlzg): 

ler-type: morzneler, smeltevandsler osv. og en vurdering af 
deres hydrauliske egenskaber; @ sprzkker: det er gennem adskillige forskningsprogrammer 
pivist, at der kan forekomme sprzkker til starre 
dybder (10-15 m), som kan transportere relativt store 
mzngder vand og )>stof(<; 
de drivende krzfter i forbindelse med grundvands- 
dannelse er gradientforholdene i lodret og vandret 
retning. Deres variation i tid og sted er af stor betyd- 
ning for vurdering af grundvandets sirbarhed; 
den tid, som er til ridighed til at etablere afvzrge- 
foranstaltninger og til ridighed for de forskellige for- 
urenende stoffer til eventuelt at nedbrydes af natur- 
lig vej; 

foruveningskildens lokaliseringen af potentielle forureningskilder 
placering og -type: har pigiet i en irrzkke og b0r ligeledes indgi; 
geokerniskforhold: forskellige geologiske forekomsters geokemiske for- 

hold sammenholdt med de forurenende stoffers 

gradieniforhold: 

transporttider: 

. oms&ningspotentiale 08 nedbrydningsforhold. 
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Det er klart, at samtlige disse forhold ikke kan indgi i den ferrste vurde- 
ring af grundvandets sirbarhed i et givent omride, men at man p i  sigt 
m i  forsage at indarbejde si mange af disse forhold som muligt. Det er 
ligeledes klart, at en grundig vurdering af sirbarheden i Ian@ de fleste 
tilfzlde ikke kan foretages ud fra eksisterende informationer, og at det 
derfor er nerdvendigt at tilrettelzgge og gennemfare et mslrettet data- 
indsamlingsprogram. 

Anvendelsen af EDB-modellering i forbindelse med vurderingen af 
grundvandets sirbarhed kan dEkke over forskellige mere eller mindre 
komplekse metoder, men det ferlgende vi1 udelukkende handle om 
anvendelsen af gmndvandsmodeller eller hydrologiske modeller. En 
grundvandsmodel er et vzrkterj, som kan samle og bearbejde alle til- 
gaengelige informationer p i  konsistent vis inklusive tykkelser af daek- 
lag, deres hydrauliske egenskaber, sprzekker, gradientforholdene og 
deres variation i tid og sted osv. Derfor kan modelanvendelsen under 
alle omstzndigheder give en bedre vurdering af grundvandets ssrbar- 
hed end en vurdering, som kun indeholder )>dzklags&kkelsen<<. Med 
anvendelsen af en grundvandsmodel f5r man i mange tilfaelde enten af- 
eller bekraeftet forskellige teorier omkring de naevnte forhold, og man 
kan fd kvantificeret deres indbyrdes vigtighed. 

Modellering af grundvandsdannelsen 

Grundvandsdannelsen og dens variation i tid og sted er en essentiel 
starrelse i forbindelse med vurderingen af gmndvandets shbarhed. 
Dette forhold er styrende for valget af grundvandsmodel, idet en fejl- 
vurdering af grundvandsdannelsen vi1 f i  konsekvenser for de senere 
beregninger. 

Som tidligere beskrevet kan en grundvandsmodel udnytte langt de fle- 
ste tilgzmgelige informationer pd en konsistent og integreret mbde. 
Grundvandsmodelleringen begynder med opstilling af en sikaldt kon- 
cepfuel model for  def aktuelle omride, hvori b1.a. indgsr en vurdering af de 
geologiske og hydrogeologiske forhold med henblik p i  at fastkgge 
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omrddets udstr;ekning, overordnede str~mningsforhold, randbetingel- 
ser til modeIlen osv. Den konceptuelle model b0r endvidere indeholde 
forslag til kalibreringsmetode og -rwjagtighed. 

Efterfdgende skal der opstilles en geologisk og hydrogeologisk model for 
det pigzldende omrsde, hvori b1.a. indgir fortolkning af boringsoplys- 
ninger, geofysiske undersagelser og hydrogeologiske undersagelser og 
tests samt anden viden om de hydrauliske forhold i omrsdet. 

P i  basis af den geologiske og hydrogeologiske model kan grundvands- 
modellen konstrueres, idet bl.a., antallet af beregningslag, randbetingelser 
og numeriske kriterier bestemmes. Der skal i den forbindelse fokuseres 
specielt pi  randbetingelserne, idet det ikke har nogen mening at angive 
f.eks. 20 mm irlig nedsivning over hele omrddet, n5r man efterfalgende 
skal vurdere pd grundvandsdannelsen. Der m i  nadvendigvis vzre en 
beregning af gmndvandsdannelsen enten ud fra en beregning af ned- 
bar / fordampning / overfladisk afstramning eller ud fra en beregning pd 
baggrund af den arealfordelte netto-nedbar. En metode, hvor jord- 
bundsforhold, arealanvendelse og meteorologiske milinger indg6r 
direkte, vi1 vzre at foretrzkke, som det f.eks. foregdr i den af DHI 
udviklede model - MIKE SHE (Storm og Refsgaard, 1996). 

Grundvandsmodellen skal nadvendigvis kalibreres, idet f.eks. beregnede 
potentialer sammenstilles med mslte ditto, og de hydrauliske parametre 
justeres indtil' tilfredsstillende overensstemmelse er opnset. Det kan i 
denne fase vme nadvendigt at g b  tilbage til den konceptuelle model 
eller den geologiske model og justere pd opfattelsen af omrsdet, for at 
opnd overensstemmelse mellem beregrunger og m5linger. 

Modellen bar endvidere valideres f.eks. mod milte data fra en anden 
periode for at vurdere modellens egnethed til at forudsige forskellige 
hzndelser. 

I integrerede hydrologiske modeller foretages bere,oninger af vand- 
strramninger og opmagasinering for hele landfasen af det hydrologiske 
kredslab. Med disse modeller er det muligt at kalibrere og validere 
modellerne mod observationer af vandlabsafstramning og grundvands- 
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‘1 
stande, samt desuden mod jordfugtighed, draenvandsafstromning mv., - - 

hvis sidanne eksisterer for det pigaeldende opland. 

Usikkerheden ved bestemmelsen af grundvandsdannelsen ved hjaelp af 
en model afhaxtger dels af informationstaetheden i forhold til variabili- 
teten i omridet, dels af pdlideligheden af de anvendte informationer. 
Den kan dog blive vzsentlig mindre end samtlige andre metoder, idet 
flere uafhangige observerede data og deres dynamiske variation kan 
indgi i kalibreringen og valideringen modellen. 

Modellering af sirbarhed 
-. 

Med en velkalibreret model kan sirbarheden for et grundvandsmagasin 
kvantificeres og de omrider, som bidrager mest til grundvandsdannel- 
sen kan udpeges. En metode til dette er alene at se pi, i hvilke omrider 
der foregir nedsivning fra de overste jordlag. Imidlertid giver dette - 
som det vil fremgi af det ferlgende - ikke mulighed for at prioritere de 
enkelte omrider i forhold til hinanden, og man risikerer at visse omri- 
der ikke >>kommer med((. Under mange forhold er der nemlig stor vari- 
ation b5de i tid og sted af infiltration, ligesom en del af det infiltrerende 
vand i mange tilfaelde ikke nir ned til det grundvandsmagasin, som 
anvendes til grundvandsindvinding, men i stedet strermmer af til recipi- 
enter eller tilsvarende fra ovre magasiner. Figur 2 viser f.eks. beregnede 
nedsivnings- og udsivningsomrAder i en sommer- og en vintersituation 
fra et ,>morzneopland(< (Kristiansstad, Sverige). 

Vaelger man i stedet at anvende en partikeltransportmodel til belysning 
af infiltrationsomriderne, fir man et redskab, der dels kan integrere de 
stedlige og tidslige variationer og dels kan bidrage med at prioritere 
infiltrationsomriiderne. Desuden kan en sidan model anvendes til at 
vurdere transporttider til indvindingsboringer og i grundvandssyste- 
met i det hele taget. I en partikeltransportmodel slippes et anta1 partik- 
ler l0s, deres fodselstid og -sted registreres, og man ferlger deres positi- 
on under beregningen. 

- 

- 

Deres vej er bestemt af en beregning med en grundvandsstrermnings- 
model, som derved afspejler alle kendte forhold i grundvandsmagasi- 
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og infiltration i de averste jordlag. 

net. Ved at registrere, hvor de partikler som ender i indvindingsborin- 
gerne er fadt, kan man f i  et billede af, hvor grundvandet til de enkelte 
indvindingsboringer eller -kildepladser er dannet, og hvilken transport- 
bane de har foretaget. Man kan ligeledes vurdere, hvor gammelt det 
oppumpede vand er, ligesom man kan vurdere transporttider til den 
enkelte boring. Det sidste er interessant i tilfzlde, hvor der er konstate- 
ret en forurening af en boring, og man vi1 undersage hvem )>synderen(( 
kan vme, idet man kan sammenholde kort over mulige syndere med et 
tidsrelateret billede af infiltrationsomridet. 

Eksempler pd anvendelse 

I det fdgende er der givet 2 eksempler p i  anvendelse af en grund- 
vandsmodel til bestemmelse af grundvandets sirbarhed pd forskellige 
skala. 

Best Available Copy 
75 



Regionale indvindingsoplande 
Fyns Amt og Odense Vandselskab anmodede i sommeren 1996 Dansk 
Hydraulisk Institut (DHI) om at udpege indvindingsoplandene til de 
starste kildepladser i omr5det i nzerheden af Odense i forbindelse med 
Amtets regionplankortlzgning. DHI har gennem tidligere projekter 
opstillet, kalibreret og anvendt en MIKE SHE baseret hydrologisk model 
til vurdering af konsekvenser for grundvand og vandlerb/vidomrAder 
af at etablere en ny kildeplads ved Nr. %by, Refsgaard (1993), Fyns Amt 
og Odense Vandselskab (1996). Det var derfor naturligt at tage udgangs- 
punkt i denne model. 

Modellen, som dzekker det hydrologiske opland til Odense A samt vis- 
se nabooplande - i alt ca. 1000 km2 oplsst i et 500 m beregningsnet - inde- 
holder b1.a. en tre-dimensional beskrivelse af gmndvandsstramninger- 
ne. I den matematiske model er geologien simplificeret til en 5-lags 
model med et ovre og et nedre grundvandsmagasin adskilt af aquitar- 
der og med et tyndt lag overst, som indeholder den umzttede zone. 
Modellen er kalibreret og valideret mod tidsserier af grundvandspoten- 
'tialer og vandlsbsafstramninger for en 20-irig periode indeholdende 
bsde meget trarre og meget v6de perioder. Den forventes som sidan at 
kunne give et meget realistisk billede af de faktisk forekommende 
str~lmningsforhold. Modellen indeholder ligeledes en egentlig bereg- 
ning af >>nettonedborent< og de tids- og arealmzssigt varierende infiltra- 
tionsforhold. 

Der er udpeget 15 kildepladser, hvortil indvindingsoplandene onskes 
beregnet. Fra alle kildepladser foregir der en irlig indvinding p i  mere 
end 200.000 m3. Beregningen af oplandene foregir med det nyudviklede 
partikeltransportmodul til MIKE SHE, idet der ferrst udvzlges en 
reprzesentativ periode, hvorfra stramningsberegningerne skal darme 
basis for de efterfalgende transportberegninger. I dette tilfzlde er Aret 
1994 valgt som et reprzsentativt Ar, og transportberegningeme anven- 
der gentagne gange htidsvariationen i stramningsforhold. Herefter til- 
deles beregningselementeme et anta1 partikler, og under simuleringen 
bevzger disse sig med partikelhastigheden svarende til de aktuelle flux 
og porrasitetsforhold. Programmet holder styr pd, hvilke partikler der 
havner i 6n af de udvalgte indvindingsboringer, dvs. hvor kommer den- 
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ne partikel fra og hvornh bliver den pumpet op. Resultatet af beregnin- 
gen er siledes et tre-dimensionalt, tidsrelateret indvindingsopland (cap- 
ture zone). 

Konkret kan der ud fra beregningeme produceres figurer, der viser dels 
indvindingsoplandene til de enkelte kildepladser/ se Figur 3, dels infil- 
trationsomriderne, til de samme kildepladser, se Figur 4. Beregningerne 
er foretaget i en 75 5rs periode, hvilket svarer til, at der er opniet semi- 
stationzre forhold med hensyn til capture zones. 

Oplcnd 

9 Vissenbjerg = Kvcernarup 
Ryslinge = Ringe Assensv 

.IRinge Avark 
Tarup E Polnotoke 
I - Longeskov - Dolum = Heiberg 

Borreby 
Lindved 

881 Samehave 
- = Hcvedvark - Eksecermwke, 

~ 

Figur 3: Beregnede indvindingsoplande (i det nedre grundvandsmagasin) til de  starste 
kildepladser til Odense Vandforsyning. Det beregnede potentialebillede og 
str~mningsretninger og -hastigheder er ligeledes vist. 

Som det fremgir af Figur 3, er udstrzkningen af indvindingsoplandene 
noget mere kompleks, .end man umiddelbart ville forestille sig ved 
anvendelse af mere simple beregningsprincipper. I flere af oplandene er 
der >>huller(<, hvilket skyldes, at lokale indvindinger og / eller lokale geo- 
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logiske og hydrogeologiske forhold betinger, at vandet fra disse omr5- 
der ikke str~mmer til de udpegede indvindingsboringer. Oplandet til 
>>Hovedvzrket{( strzkker sig uden om oplandet til >>Eksercermarken(( i 
en form, som de fzrreste ville kunne beregne eller optegne ud fra poten- 
tiale- og transmissivitetsforhold. I det hele taget vi1 det formentlig vzre 
umuligt at anvende simple metoder til bestemmelse af indvindingsop- 
lande, nir strramningsforholdene er styret af en kompliceret indbyrdes 
>>karnp<( om vandet mellem de forskellige kildepladser. 

opk!t?c! 

Vinenbjerg = KvernckLp = Fiysiinge 
m R i n q e  Assensv 
D R i n g e  Avcerk 

T O ~ W  
Po!nctoke 

D Lanpskov 
L. DOlm = Heiberg 
H Borreby 

Lindved 
.Is H o l n e b e  = Hovcdvark - Eksecerrcrket 

- 

I 

Figur 4: Beregnede infiltrationsornrAder,, som bidrager mest til grundvandsdannelsen til 
Odense Vandselskabs indvindingsboringer. Det beregnede potentialebillede og 
strramningsretninger og hastigheder i de overste jordlag er ligeledes vist. 

Figur 4 viser de vigtigste infiltrationsomriider, som her er defineret som 
de omrider i det overste beregningslag, hvor mindst 6n ud af fire par- 
tikler finder ned til indvindingsboringerne. Med et andet anta1 partikler 
kan der bestemmes et starre eller mindre areal, idet f.eks. 10 partikler 
giver anledning til et starre areal, mens f.eks. 2 partikler giver anledning 
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til et mindre areal, svarende til at man registrerer arealer, hvorfra hen- 
holdsvis mindst ca. 10 og mindst ca. 50% af vandet infiltrerer til indvin- 
dingsboringerne. Der kan pA denne mide foretages en prioritering af 
beskyttelsen af infiltrationsomr5deme. 

Det fremgdr heraf, at disse omrdder er endnu mere komplekse og har en 
langt mindre udstrzkning, og i flere tilfzlde ikke engang ligger inden 
for indvindingsoplandene. Det komplekse billede af infiltrationsomri- 
deme opstir bl.a., fordi der foregar stramninger i de ovre dele af grund- 
vandszonen til vandllab og v5domr;der og til eventuelle lokale indvin- 
dingsboringer, som er filtersat i det ovre grundvandsmagasin. 

Lokale indvindingsoplande 
Birkerad Vandvzrk I/S anmodede i foriret 1996 ligeledes DHI om at 
vurdere en truende grundvandsfonrrening med henblik p i  at optimere 
afvzrgetiltagene og forudsige de fremtidige konsekvenser for Vandvzer- 
ket. Opgaven indebar b1.a. opstillingen af en gmndvandsmodel for kil- 
depladsen, som bestir af 10 boringer med en samlet indvinding p6 ca. 
1.6 mill. m3/ir, Birkerad Vandvzrk (1996). Modellen, som dizkker det 
formodede indvindingsopland - i alt ca. 12 km’ oplrast i et 50 m bereg- 
ningsnet - er begr;enset til at indeholde grundvandszonen og visse sty- 
rende overfladerecipienter. De kvartzre aflejringer udgares overst af et 
5 til 20 m tykt lag af morzneler, som underlejres af et regionalt sand-, 
grus- og siltlag med en tykkelse p i  op til 40 m. Disse aflejringer under- 
lejres i visse dele af omridet af et tyndt lag af smeltevandsler, som har 
ringe vandgennemtrzengelighed, mens det i andre omrider direkte 
underlejres af prze-kvartzre kalkaflejringer, som udgar det primaxe 
reservoir for vandindvinding. 

Modellen er i vertikalen opdelt i 10 berepingslag, hvilket giver en rea- 
listisk beregning af de tre-dimensionale str~mningsforhold, der i hOj 
grad er styret af indvindingsstrukturen, de omkringliggende recipienter 
(Sjzlsa) og udbredelsen af det tynde lag af smeltevandsler. Der er 
anvendt samme fremgangsmide som i Odense-projektet til bestemmel- 
se af indvindingsoplande og infiltrationsomrider. 

Med den noget finere diskretisering af omriidet i 50 m beregningsele- 
menter har det vzret muligt at bestemme indvindingsoplandene og 
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Figur 5: Beregnede indvindingsoplande (i det nedre grundvandsmagasin) til de enkelte 
boringer til Birkerod Vandvark. 

infiltrationsomrideme til de enkelte boringer pd kildepladsen, som vist 
i Figur 5 og 6. Indvindingsoplandene viser et meget komplekst billede 
af, hvilke omrsder der bidrager med vand til de enkelte boringer - se 
f.eks. indvindingsoplandene til B4, B5 og B9, som ud over at vzre 
>)klemtc( mellem andre oplande strzkker sig uden om disse i nogle 
meget komplekse manstre. 

Infiltrationsomrideme er ikke mindre komplekse, og er som det frem- 
g5r af Figur 6, beliggende langt fra selve indvindingsboringerne. Dette 
skyldes, at det vand, der infiltrerer p i  selve kildepladsen, str~mmer via 
h~jtliggende sandlag direkte mod Sjzelsa og denned ikke bidrager til 
grundvandsdannelsen til de nedre magasiner p i  kildepladsen. Hvis 
man vi1 beskytte vandkvaliteten i indvindingsboringeme, skal man altss 
sikre, at det i infiltrationsomr5deme dannede grundvand har en god 
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Figur 6: Beregnede infiltrationsomrAder, som bidrager mest til grundvandsdannelsen til e Birkerod VandvErks indvindingsbonnger. 

vandkvalitet. Det er altsd i dette ilfzlde lidt svmt at se begrundelsen 
for at fokusere pd den sakaldte kildepladszone, som er defineret som 
oinrBdet mindre end 500 m fra indvindingsboringeme. 

En anden og miske lige sd vigtig anvendelse af en partikel-model er til 
at bestemme transporttider til eller fra et givet omrBde eller boring. 
Nedenstdende Figur 7 viser et eksempel p5, hvorledes modellen kan 
bidrage til at bestemme >>forurenings-synderen<< overfor forurening i en 
boring - i dette tilfzlde Birkererds Vandvzrks boring 2. Ved at beregne 
transporttiden fra jordoverfladen til boringen og sammenholde med 
mulige forureningskilder, kan >>synderen(( udpeges med rimelig stor 
sandsynlighed og en indsats mod yderligere forurening eller afvaxge- 
for ans taltninger kan ivzrksz ttes . 
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Vandets transporttid ti!, boring 2 
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Figur 7: Beregnede transporttider fra jordoverfladen til Birkerrad Vandvzerks Boring 2. 

Konklusioner 

Ovenstsende eksempler viser anvendeligheden af en numerisk partikt. 
transportmodel kombineret med en stramningsmodel i forbindelse med 
udpegningen af indvindingsoplande og infiltrationsomrider. Det er for- 
mentlig det eneste redskab, der kan bestemme de komplekse omrider 
under hensyntagen til aktuelle komplicerede forhold omkring geologi, 
hydrogeologi, indvindingsmanster osv. Selv om resultaterne - ligesom 
andre metoder - skal tages med de forbehold, som afspejles af usikker- 
hederne p5 bestemmelsen af de stramnings- og transportmaessige para- 
metre i en numerisk model, kan dette vizre et vigtigt redskab i forbin- 
delse med prioriteringen af indsatsen for en bedre grundvandskvalitet i 
f rem ti den. 
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Partikelmodellen kan endvidere anvendes til at bestemme tidsrelatere- 
de oplande til enkeltboringer, hvilket er en stor hjaelp i forbindelse med 
udpegningen af forureningssyndere, idet disse infonnationer sammen- 
holdt med informationer omkring mulige fomreningskilder og perioder, 
hvor disse har kunnet forurene grundvandet, kan udpege forurenings- 
syndere med stor sandsynlighed. 

0 
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It's difficult to collect, not 

always very dean and m e  parts 

of Europe have much more of it 
than others. STEFAN KlEESCHULTE 
and JENS CHRISTIAN REFSGAARD 

set off in search of good quality 
hydrological data on 

a pan-European scale. 

H ydrological modding depends on a 
whole range of inpurs to c ra te  &cc- 
tive and accunre simulations. Both' 

t h e  spacial and non-spatial dara which fceb 
into the modcls m w  be sufficiently derailed 
to provide useful ourputs. But that has to be 
balanced against the need for managable 
quvltitia of &a and reasonable processing 
dmesdes. 

Water docs not respect national bound- 
aries. However, it is still difficult to find rel- 
cvant darascrs covering t h e  whole of Europe 
in a complcte and consimcnt way. Apan from 
European Commision services like EURO- 
STAT and the European Environment 
Agency, few organisations in Europe provide 
environmend darascts that cross national 
borders. Even whur wrs can find suitablc 
data, it is okcn unusable because it is pro- 
tected by copyright. 

Eurone goes 
data divining 

If hydrological models are to be applied a t  a 
continental level, chey have to be able to cope 
with multiple dara sources, and thc cumula- 
tive effects of inconsistency or uncertainty in 
data. A pan-European consortium of aadem- 
it and private sMor organisations was set up 
to investigate how dispaate data sources 
affect Spatial Decision Support 
Systems (SDSS). T h e  initiative was named 
UnccrSDSS. 

Laying the groundwork 
The project focused parricularly on ground- 
water contamination -from aluminium and 
nitrates. In Europe, groundwater supplia 

most of the drinking water for 
humans and animals. When 

HYd7-0103' The 'tudu fcrtilisers and manure arc used 
on farmland. potentially 

includ;ng rain, snow and water on the harmful into 
groundwater, while rain and earth ? su$ace, coven'ng its properties, dis- wind carry high levels of - 
acidic substances which dis- 

into the water. 
The UncerSDSS project set out to devcl- 

op a pan-European hydrological rnoddling 
application, raring it in Denmark and the 
Netherlands. Thc team started by defining a 

tribution, comrvation, UtdiSatiOn, etc. solve aluminium and it 
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SDSS 1s a combination of a hydrologic 
model and a GIs. If rhc ourpur from rhc 
system was to be useful for pan-Europear. 
applications, rhc input dara needed to mea 
certain criteria. It had to be available for the 
whole of Europe and harmonised across 
regional and national boundaria, to ensure 
consistent results. The GIs data had to bc 
accessible from a single, scamless and inte- 
grated database. And ideally, the entire 
dataset should be available from a single 
SOurce. 
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What was meant by a scamlc;~ database? 
In this care, it had to use a common naming 
system for all the objects in the database. 
National datasets ofien use different naming 
systems for t h e  same object, depending on ics 
original purpose and use. So, for instance, 
land-cover might be classified difkrently, 
depending on whether ir was originally being 
used to support water protection or the con- 
servation of  rare species and habitars. Anorh- 
er critical feature of an integrated database is 
that it uses t he  same scale and lcvcl of detail 

throughout. And finally, 
thematic and geomct- 
ric treatment need to be 
consistent, to avoid 
edg-matching problems 
across boundaries. 

Data from national 
sources arc not generally 
hannonised in this way 
across national bound- 
aries, and dam collection 
methods are often based 
on different basic 
assumptions, so datasets 
arc difficult to compare. 
This meant that, as far as 
possible, the project 
team avoided using' 
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Figure 1: The Mike SHE model. A distributed, physically-based 
data* On the hydrological modelling system applicable to a wide range of waft 

other hand* resolu- resources mroblems related to managing rurFace and ground water. 
cion of datasets offering 
worldwide coverage was usually too coarse to 
provide enough detail. 

With these factors in mind, the Uncer- 
SDSS team set out to find what good-quality 
data really was available at a European level. 
When the project starred in early 1995, 
online search cools and data catalogues were 
only just starring to emerge, so the t a m  con- 
centrated initially on traditional data sources, 
particularly analogue and digital data cara- 
logues from international map publishers and 
European institutions. 

The ream also approached public and pri- 
vate organisations active on the European 
data market via the Internet, and searched 
their on-line data lists for useful information. 
The Internet was also systematically trawled 
using general search tools (such as AltaVista) 
with a large number of relevant keywords. 

, ... . .  . . .  . . .  ._:_ . . , . . .  . . .  . 
.. . .  
;.,Table . l: project'mernbers .. . 

. .  . . . . .. . .'. :.. , . , . 
. .  :o ..'Danish' Hydraulic . . . Institute, . . . . . Denmark '' . .; ... 

This led to a large selection of specialised 
sires, whose information contents were 
assessed in more detail at the next stage. 

Searching all chcse potential data s o u r c r  
was very rime-consuming. It proved easy to 
find good-quality darasecs on land cover and 
soil types. as well as many statistics. But the 
data for other modelling requirements-such 
as soil hydraulic properties and organic mat- 
ter-proved more elusive. These databases 
were very often compiled as part of  a specific 
project. so rhey were not necessarily available 
publicly. Locating them was more a matter of 
luck than systematic screening. 

Quality in, quality out 
Hydrological models need a wide range r r  
data inputs. For the UncerSDSS project, CH 

models were used (see figures 1 and 2). Mike 
SHE (Sysrcne Hydrologique Europiennc) is 
a disrriburcd, physically based hydrological 
modelling system related to surface and 
ground water management, contamination 
and soil erosion. The Simulation Model for 
Acidification's Regional Trends (SMART2) is 
a simple, one-compartment soil acidification, 
ana nutrient cycling model developed to eval- 
uate the effectiveness of emission control 
strategies. 

Neither model was especially developed 
for the project, but both were developed for, 
use with European data. Each has slightly dif- 
ferezt data needs: table 2 summarises their 
requirements. The second column shows 
potential European data sources which could 
have satisfied the need for data, bur which- 
in some cases-did not provide enough dev 
for one or other of the model. or was nc,- 
ac:c;Sible for some reason. The third column 
shows the actual data source which the pro- 
ject used 
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River network 
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River run-off ,, . . 
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Soil !ype 
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Topography ; 
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Provided by on application 
. . . .  . developed os port of the project . . ,_ 

. .  . . . . . . . . . .  .m.;_, . .  . . . .  . . .  . .  . . . . .  - .. - . . . . . . .  - - - . - - . . . . . . . .  - .. 
........ - .. GRDC8,dota , , - ........... - - . . .  

. .; . .  soils only. . : .. :.. . . . .  ....... : .::. .... 

. . . . . . . . . . .  . . .  USGS'/GISCO' . .  . . . . .  

.RIVM5 report, data for notural 

GISCO' soil map 
. .  

. . . . .  . .  
. .  

Table 2: required input data and data sources 

Atmospheric deposition 1 EMEP' and IIASA' informotion on 
I atmosDheric deposition 
I 

............. not yet published) . . . . .  ...... ... . . . . .  ... . . . . . . . . . . .  prooj&, !:',: - '" ' 

. . . . . . . . .  ; . . .  . . .  Denmark .. ~ ..._. -_------ 
Climatic variables for 

Crop type ... - . 
. . The Netherlands, _._ . , _ _  . 

: Fertiliser consumption mental Statistics, 
. . .  - .  ... Report on groundwater resources .:: .;- 

:. 
. - ...... I ~. . (K, 1982) RNM - digital 

. . .  . . . . .  . . . .  . . .  . . . . .  

! Geology 

I 
i ~. . . . . . . . . . .  :, 

. . . . .  mop.'data'.of,report . .-'... :-.:--- __.._ 1. 
Report on groundwater resources 

(EC, 1982) RIVMs - digitol 
. . . . . . . . . . . . . .  . map data..of repqrt . ._ . .. _ _  - _. . . .  

i I Groundwotei abstraction 

. . Eurostot - Region01 Statistics . , , 

I 
.I - 

. ' '  , . I , :  . . . . . . . . .  
i . L&est&k density 
I . . .  ...... _ _  _._ .. . .  -. .Eurostat - . . . . . .  - EurofQrT?.-: .... :: 1. .- .. .... 
: Management proctices 
j Manure production . 

River cross-sections 

~ ~ ~~~ ~ 

j Abbreviations 

Notionol doto 

................... . . . . . . .  ... . . . . . . . . . . . .  . . . .  . .  .'..: . Ni;+ionol do+. . . . . . . .  
. . . .  . . . . . . . . . . . . .  . . . . .  . . .  ::, : ..... *. . .  . _ _ _ _ _ _  - .  . . . . .  . ..- ........ . . . . .  

Eurostot GISCO 
. . . . . . . .  ... - ... '..( . . .  . . . . . . . .  

-_ .':., -- Agricuhd stutistics..(1995) for Denmark' . i,,. . __._ ..: 

. .-. - . Agriculturol.s~~ta!i~~~- . (! ?osl~.ror_P.?.Fark. - - -__ ._._ . . ~ .  ' 

Report on gioundwoter resources (EC, 1982). ... ..' . . . .  . .  

'... ' 

. .  

- different country reports 

. . ._ . - -. . arable soiIs,and-mnsfer fun@ions,. 

EEA'O - CORINE" lond cover 
. . . .  . . . . . . .  . . . .  

.: : ..... . . . .  

. .  
1 EMEP - Cooperotive Progromme for Monitoring ond Evoluation of the Long Range Transmission of Air Pollutonts in 

3 MARS - Monitoring Agriculture by Remote Sensing 

5 RlVM - Naiionol Institute of Public Health and the Environment of The Netherlands 
6 SC-DLO - Winond Storing Centre, The Netherlonds 

2 NASA - lnternotionol Institute For Applied Systems Anolysis 

i GISCO - Geographic Information System of the European Commission 

. . .  

. .  

. . .  . .  . .  

In some instances, the  initial source idcnti- the higher-level EUROSTAT.darabase 
fied by the project was a EUROSTAT dataxt. 
Unfortunarely, EUROSTAT's pan-Europcan 
statistics do not always implement every 
"NUTS" level for dl EU member stares. NUTS 
leveL represent rhe different levels of adminis- . 
rrarive subdivision for each country: From 
NUTS 0 (the whole country) to NUTS 5 
(individual municipalities). Tlus was a parricu- 
lar problem for the UncerSDSS projea, became 
no slacistical data below nacional level was avail- 
able' for Denmark. The  solution was to use the 
original national s t a t i s r i d  dacaser which fed 

Finding appropriate dar&ts for geology 
and soil properties proved more difficult The 
simulation models demanded very specific 
parameters, such as annual groundwater with- 
drawal or recharge, and hydraulic conducrivi- 
ry and organic marter content for agricultural 
soils. The  team found some of t h i s  data in 
European Union (EW reporn and publica- 
tions. but  often the scope of thae projects was 
limited, so the data was not dircdy applicable 
ar a European scale. !n t h a t  cases, parameters 
were modelled on the basis of available data. 

GIS Europe July 1998 1R 



Best Available Copy 
a dataset with climatic variables for some 
5,000 stations. U n f o m t e l y ,  the rime sryIRmoN~mRAaanuoloKs 

REoIoHALlPaas 
I 

moluaon for this data was too coarse, so 
it could not be used, and copyright pre- 
vented the team using a daraxt with ber- 
rer raolunon from the Monitoring Agri- 
culture by Remote Sensing (MARS) 
dagbase. 

The learning curve 
T h e  biggest obstacle to using European 
dacabases is generally copyright. EU 

'European" databases are in fact only a 
collection of disparate national datasets 
held in a common dara repository. This 
kind of data is not always usable in cross- 
border projects. 

EU statistics depend on the NUTS levels 
used for the different member states. In small 
countries, data is ofcen already aggregated at 
a national level (NUTS O), while in largcr 

Figure 2 The SMART2 modd concentrates 
on soil acidification ond nutrient cycling. 

Hydraulic conductivity, for instance, was 
atrapolared from data on soil tamre. 

W h e n  i t  came to river run-off data, this is 
normally easily available from the Global 
Run-off Data Centre (GRDC) which holds 
daily or monthly discharge values for most of 
the worlds main rivers. However. this daca- 
base did nor hold data on the relatively small 
rivers in the Danish test area, so national 
sources had to be used instead: 

Climatic data is available through national 
meteorological offices, and the measurements 
are comparable all  over Europe, alchougn quo- 
tations for providing appropriate data for the 
UncerSDSS project varied widely from coun- 
try t~ country. At EU Icvel, EUROSTAT offen 

stares here  are ofcen subdivisions. More 
detailed statistical information is generally 
available from national statistical offices. 
However, it is sensible only to use national 
datasets where the data quality is reliable, 
and standardised data collection methods 
have been used. 

In a project like this. the ideal solution is a 
European clearing house providing access to 
d ig id  spatial data through mcradata. Operat- 
ing as a detailed catdogue service, with links 
to spatial data providers and browsen, a 
clearing house would enable users directly to 
download appropriate digital datasets in  

06 
I - =---a -- 

different formacs. . 
In the meantime. though, the 

UncerSDSS project shows that it 
is possible to build hydrologid 
models using pan-European 
dacasets. However, there is still a 
long way to go in providing 
appropriate and easily accessible 
data. despite the continuing 
efforts of EU institutions like 
EUROSTAT. Q 
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Figure 3 UncerSDSS on the Net. Ihe online 

simulation results, using a GIS tool built 
with ESRI'I MapObjects. The site can be 
found at http://proj~.gim.lu/uncerrdu. 
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viewing tool displays input data and 

GeoGeniusl 
Simply Genius! 

The leuding Windows 
based GPS Post 

Processing Sofiware 
compatible with ull 
brands of receivers. 

GeoGenius is the acknowledged leader 
in high speed GPS Post Processing. I t  
handles raw data from all established 
makes of receivers and offers an 
extremely high level of data integrity. 

Now GeoGenius also offers the input 
and integration of Total Starion data as 
an option for its network adjustment. 
This means that now the user has all 
the survey information at  hislhcr fin- 
genips. 

Several additional COG0 features 
have been added and transformations 
from one system to another is extrcme- 
ly simple. 

In a word - GeoCenius is simply 
Genius. 
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ABSTRACT: Only with deterministic hydrological models is it possible to determine the environmental 
impact of potential changes to protected wetlands and to understand their functions in order to 
manage them properly. So far the use of these models has been slow due to limitations in the models 
themselves, the large amount of manpower required to set them up and the limited amount of data to 

The SHYLOC project aims at resolving all these problems through improvement of the models 
themselves and the use of an innomtive method of using satellite images to determine surface water 
storage in networks of surface water channels. 

- 
( calibrate them. 

1 BACKGROUND AND OBJECTIVES 

1.1 Wetland LOSS 
Around the world wetlands are being lost and 
degraded as economic development results in 
increasing pressure to drain and re-claim land for 
agricultural, industrial and other uses. 

The causes of wetland loss and degradation 
are many and varied. Some are deliberate, others 
the result of decisions taken without, a full a p  
preciation of the importance of ~et lands.  Hollis 
(1992) divided the causes into: root causes (which 
may include population pressure, lack of public 
and political awareness of wetland importance, 
absence of political will for wetland conservation, 
over-centralised planning procedures, and finan- 
cial policies), external factors (such as policies 
and activities of external organisations'and Devel- 
opment Assistance Agencies), immediate causes 
(including weak conservation institutions, sec- 
toral organisation of decision making; deficient, 
or in many cases, no application of environmental 
impact and cost-benefit analysis legislation, lack 

. .  '. . of trained personnel and limited international 
pressure) and finally obvious and apparent causes 
(agriculture, pollution, urbanisation, water re- 
source schemes, fisheries, tourism and recreation, 
erosion and sedimentation). 

* Presently: WASY Institute for Water Resources Planning and 

. .  

I 

, , .  

. ~ . Systems Research Ltd. Berlin. Germany 

"Wetlands as wastelands" has been a pow- 
erful metaphor in the past and since wetlands 
have been believed to have no value they have 
been destroyed indiscriminately throughout EU- 
rope. South-west England has lost 92% of its 
wet pastures since 1900 (Denny, 1993). During 
the drought of 1992, over 500 Sites of Special 
Scientific Interest (SSSI) in England were hy- 
drologically affected by water abstraction. The 
number of ponds in Hertfordshire, UK has fallen 
by 50% since 1985 (Hertfordshire County Coun- 
cil, 1987) and the area of grazing marshes in the 
wider area of the Thames Estuary has fallen by 
28.000 ha (65%) since 1930 (Thornton, and Kite, 
1990). In France freshwater meadows, bogs and 
woods once covered 1.3 million ha but this area 
has been declining by 10,000 ha each year (Bal- 
dock, 1989). In Roman Times wetlands covered 
10% of Italy. By 1865 this had declined to only 
764,000 ha and in 1972 only 190.000 ha remained 
(Ramsar Bureau, 1990). 60% of the wetlands 
in the Castille La Mancha region of Spain have 
been lost with three quarters of this loss (200,000 
ha) taking place in the last 25 years (Montes and 
Bifani, 1989). In Portugal 80% of saltmarshes 
are threatened by reclamation whilst Greece has 
already lost 60% of its original wetlands, mainly 
through the drainage of lakes and marshland for 
agriculture (Psilovikos: 1988) and 12% of the 
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remaining wetlands are threatened by changes in 
water regime (Zalidis et al., 1997). 

1.2 The Dificulty of Hydrological Modelling 

Hydrology is the key factor controlling the struc- 
ture and functioning of any wetland which in 
turn determines specific ecosystem responses. An 
understanding of wetland hydrology is therefore 
a vital prerequisite for successful wetland man- 
agement. 

Hydrologists construct models of river catch- 
ments and wetlands in order to understand their 
functioning so that past events can be explained 
and future ones predicted. Wetlands present 
special problems. 

I t  is often the storage, rather than the flow 
of water that dominates the water balance. 

0 Many wetlands in Europe are greatly in- 
fluenced by rather complicated boundary 
conditions such as pumping stations, weirs, 
and sluices. Kaiser et al., 1997 and Al- 
Khudhairy and Thompson both found that 
the MIKESHE (DHI. 1993) hydrological 
software was capable of modelling wetlands 
but that these man-made features needed 
careful handling. 

0 The riieasureinents required to calibrate mod- 
els have often not been made because of their 
low commercial interest. 

Another difficulty with modelling is general to 
hydrology as a whole: the effort required to 
collect data. construct a model and to calibrate 
them is prohibitive. For instance the English 
Environment Agency rarely construct models for 
the preparation of their Water Level Management 
Plans (written statements prepared by an oper- 
ating authority and endorsed by other interested 
parties to manage water levels in a prescribed 
area). 

l..? The Use of Remote Sensing in Hydrology 

Bearing this in mind we can now consider the 
varioiis methods whereby rexiiote sensing can 
be used to help hydrologists. Books on the 
subject include that by Engman and Gurney 
(1991). A number of conferences and workshops 
have also been organised. Many of the methods 
discussed show promise for the future but even 
their proponents admit that the accuracy from 
sensors. based on present satellites is inadequate 
and require more development before they are 
usable on a regular basis. Let us consider the 
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various contributions that remote sensing c?: .. 

make in turn. \ 

1) Vegetation and land cover. The effect 0 1  

changes in land cover on hydrology is wdl 
known and generally well accepted. Tlw 
classification of landcover using remote SCIW 
ing is widespread. In. fact landcover m ; w  
for most of Europe, obtained at least in p i r t  
by remote sensing, are already commerci;ill.v 
available. For wetland inventories satel1it.c. 
data is clearly not yet able to classify habitat.> 
by life form, water regime, substrate tyl)i. 
and water chemistry. Major changes, s i i r l i  

as urbanisation or conversion from natural 
to arable are, of course, visible and sate1lit.i. 
remote sensing has already been used t i l  

identify such changes in protected areas. 
2) Precipitation. Rainfall measurements rniglll,.. 

be possible with future active microwii 
satellites but at least 50 years of records-' 
from ground-based rain gauges are avai1al)li. 
across most of Europe so rainfall from reinol.v 
sensing is not a priority for hydrologists. 
Runoff. Runoff cannot be measured direc1.l.v 
altliough i t  can be estimated from land covw 
and watershed geometry. We have alreac1.v 
seen that remote sensing can contributc 1.1 I 

landcover. I t  has been suggested that, digital 
elevation models can, as well, be obtailwct 
from stereographic sensors and interferomc-l - 
ric techniques (for example Muller et aI. 
1995) and this will be useful, in particnl;ir 
in areas siich as the moiiths of estuariw 
where topography can change rapidly. 111 

the wetlands considered in this paper dik- 
ital elevation maps obtained by tradition-' 
means and available commercially provi. 
an altitude accuracy of about 1.2111. 

4) Flood area. The best hope of capturing floo(1 
area comes from synethic aperture radar 
(SAR). They have been used in a researe-li 
context but their signal is dependent O I I  

wind and vegetation as well as the prese1ic:v 
of water. A combination of the imiikv 
with other data is feasible but as yet i i o  

operational system exists. 
This cannot be nie!;i- 

sured directly by remote sensing and nearly 
all operational techniqiles use correlatioiis 
obtained from ground based xneteoro1ogic:;ll 
stations to estimate potential evapotranspi- 
ration and then combine this with vegetat.ic)ii 

5 )  Evapotranspiration. 



0 

characteristics and soil moisture to obtain 
actual evapotranspiration. 

6) Soil moisture. The possibity of measuring 
soil moisture (ie the integrated quantity of 
water stored in the root zone) by remote 
sensing measurements over a large spatial 
area would be useful for hydrologists. Mi- 
crowave techniques have a strong potential 
because of the difference in dielectric con- 
stant between wet and dry soil (it changes 
from about 20 to about 3). But both passive 
and active systems are hampered by the 
diEculty in separating the idhence of vege- 
tation, surface roughness and soil type from 
that of moisture. Jackson and. Schmugge 
(1991) note that vegetation water contents 
in excess of 6 to 7kgm'2 can totally obscure 
the soil surface at the 21cm wavelength. 

We have outlined why hydrologists have been 
',oth excited and disappointed by the promise of 
remote sensing. The excitement is due to the 
twenty year archive of data and the possibility of 
having a spatial distribution of information. The 
disappointments are due to the present lack of 
operational systems using remote sensing to offer 
more than ground measurements (digital terrain. 
meteorological data) as well as the poor accuracy 
(soil moisture) and insufficient frequency (flood 
mapping) of the remote sensing measurements. 

2 MIKESHE CALCULATIONS 

2.1 The North Kent marshes 
The foundation work for the SHYLOC project 
was laid by a number of studies to understand 
how well standard commercial hydrological codes 
could model wetlands. The fist study was the 
North Kent marshes. These are located in South 
East England along the lower Thames estuary and 
on both sides of the Swale (a tidal channel which 
separates the Isle of Sheppey from the mainland). 
These features can be seen clearly in a satellite 
image (Figure 1). The marshes are largely the 
product of human activities which go back as early 
as Roman times. A series of sea defences have 
heen constructed, in the form of embankments and 
walls, to isolate and protect former salt marshes 
from the sea. The majority of these are at least 
several centuries old although some small areas 
were enclosed as recently as the last 20 or 30 years. 
During the period 1960-1980 extensive drainage 
and field amalgamation took place within the 

marshes to convert them into arable land. Since 
then little new drainage and conversion has 
taken place, rdecting the increasing concern of 
nature conservation organisations about the loss 
of traditional grazing marshes and the awareness 
of farmers of the unstable nature of heavy marsh 
soil after underdrainage. 

The drainage system in the North Kent 
marshes consists of a network of fleets. run- 
nels and ditches inherited from preenclosure salt 
marshes but extensively modified by human ac- 
tivity. These divide the' marshes into fields of 
varying size. Along the sea walls there are a 
number of tidal flaps (sluices) which let drainage 
water escape into the sea at low tide and largely 
exclude salt water inflows at high tide. At present, 
wetland management focuses on maintaining the 
traditional water regime of the marshes. The 
ecological importance of the North Kent Marshes 
is reflected in their designation as Sites of Special 
Scientific Interest (SSSI). Ramsar Sites under the I 

Convention on Wetlands of International Impor- 
tance, and Special Protection Areas (SPA) under 
the EEC Birds Directive (79/409). The marshes 
are also within the Ministry of Agriculture. 
Fisheries and Food's (MAFF) Environmentally 
Sensitive Areas (ESA) scheme which recognises 
their importance for birds, nature conservation 
and archaeological sites. 

The hydrology of a large part of the North 
Kent Marshes on and immediately South of the 
Isle of Sheppey was summarised by Hollis et 
al. in 1993 who found the hydrology of the 
marshes to be rather complicated. The marshes 

Figure 1 Band 5 of Landsat-TM image, 12 
February 1988, showing clearly the isle of Sheppey 
and the Swale, image @ Eurimage 
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could be divided into a number of very small 
catchments varying in size between 1 and l o b 2  
and, although there was a limited amount of 
inflow from uplands in some cases and some 
outflow through the sluices, the water balance in 
these catchments was dominated by the rainfall 
onto the marshes and the evapotranspiration 
from them. HolIis et aI. hypothesised that 
the ditches were draining the fields in winter 
and maintaining the water table in summer 
but considered it difficult to ascertain the exact 
relationship between the water table in the fields 
and the level of water in the ditches without 
further measurements. 

In an effort to understand further the hydrol- 
ogy of the marshes Al-Khudhairy et al. (1996) 
developed a distributed hydrological model of one 
marshland catchment of about 10km2 using the 
MIKE-SHE software (DHI, 1993). The catchment 
they modelled, Bell's creek, was not chosen for its 
representativeness - in fact the underdraining of 
the fields made it rather unrepresentative of the 
most ecologically interesting sites - but because 
this was the only catchment where calibration 
measurements could be found. A drainage pump 
had been operating there for a number of years 
and records of the pumping rates existed. The 
underdraining made it difficult to extrapolate the 
findings to other areas although. of course, the 
MIKESHE model itself did give some indication 
of its influence. Indeed this was one of the 

0.80. 

0.60' 

0.u) w i  - 
main objectives of a study by Al-Khudhairy ancl ,. 
Thompson, 1997, who applied this model f 
determining the impact of land-use changes 011 

the wetland's functioning. Figure 2 shows the. 
discharge out of the system (using the pumps) 
firstly for the present situation and secondly i i 4  

it would be without drainage and thirdly with 
grassland instead of arable. 

They did find MIKESHE extremely usefill 
for examining hypotheses and it is difficult to scv 
how this could have been done in a quantitative- 
manner without such a deterministic model. 
Nevertheless some contrivances had to be used ill 

order to model the various boundary conditions - 
weirs, tidal sluices - that govern the hydrolow of 
the ditches and hence the marshes themselves. 

2.2 Lake Karla 

The second test case was Lake Karla in Thessal- 
Greece. Originally Karla was a closed valley fi.. 
by runoff from the surrounding hills (figure 3) 
and flooding from the Pinios river which passes 
close to the valley entrance. Once in the valley 
the water could only escape by evaporation and 
the shallow lake at the valley bottom varied in  
size depending on the season. During the thirtics 
an embankment was built alongside the Pinios 
river so floodwater no longer entered the vallcy. 
This reduced the catchment area to its present 
1000km2 and started the lake's decline. I t  wiu 
reduced in size despite a still considerable runoff 
from the surrounding hills. As late as the fiftivs 
an all-time Greek record of waterfowl was counted 
on it. 

Unfortunately the flooding disturbed agri- 
culture and a study of remedial measures was 
commissioned. The study suggested draining tk 
lake by drilling a lOkm tunnel from the close.. 
sump end of the valley to  the sea a t  the Pa- 
gastikos Gulf near Volos and the construction of 
a reservoir for flood control and water storage. In 

. 

Figure 2 Discharge out of Bell's Creek: 
0 with present land-use 
0 assuming these is no underdainage 
0 without drainage and with grassland instead of 
barley 

Figure 3 Computer Reconstruction of Lake Karl? 

436 Best Available Copy 



the event only the tunnel was built and this was 
ef€ectively the end of Lake Karla. But it was not 
the end of the problems. The agriculture required 
water and this was obtained from groundwater. 
The supply could not keep up with demand and 
the water table has nbw descended 100 metres 
and become increasingly saline. Furthermore the 
drainage channels are polluted with effluent born 
factories in Larissa and fertilizers from the land. 
This makes the inhabitants of Volos reluctant to  
allow discharge into the Pagastikm Gulf where 
the water is relatively stagnant. Furthermore the 
area is stiU prone to fiooding. The 8.5 rn’8-l 

maximum flow from the tunnel is not enough to 
discharge all floodwater during longer periods of 
rainfall. So a reservoir is being built to relieve 
the flooding and to restore preexisting wetland 
functions on a longer term. 

Various attempts have been made to model 
the behaviour of Karla. Kaiser et al. (1997) used 
MIKE-SHE in order to understand groundwater 
depletion and analyse various restoration options. 
In this case there was some calibration data - 
the groundwater levels had been recorded in a 
number of places and the flow through the tunnel 
had been monitored. As with North Kent a 
number of contrivances had to be made in order 
to model correctly the behaviour of the boundary 
conditions - especially the tunnel. 
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Figure 4 Comparison of measured and simulated 
groundwater levels 

They found that i t  was possible to reproduce 
the groundwater levels with MIKESHE (figure 
4) but not the discharge through the tunnel. 
Effectively the problem was that the model 
produced too much runoff from the hills especially 
in the Karstic region where there is none. Thus 
the tunnel discharge was overestimated. 

3 CALIBMTION MEASUREMENTS 

We were fortunate in obtaining calibration mea- 
surements for both Bells’s Creek and for Lake 
Karla firstly through the drainage pump and 
secondly through groundwater records and the 
drainage tunnel. The groundwater level measure 
ments in Lake Karla would not have been enough 
- as we have seen in Karla it is possible to simulate 
well the water table level without reproducing the 
surface water behaviour correctly. Many of the 
wetland functions - flooding for instance - depend 
more on the surface water than the groundwater. 
In all cases obtaining these measurements was 
hard and involved site visits, contacts with local 
agencies and uncertainties in the accuracy. In 
other sites there was no data at all. 

In many ways calibration data are more 
important to modellers than input data: some 
input parameters, such as evapotranspiration, are 
unmeasureable and must be inferred indirectly 
whilst others have wide spatial variability or wide 
error bounds or both. Hydrologists therefore ac- 
cept that a purely deterministic model will never 
be possible and results will always be obtained 
by adjusting one or more input parameters (hy- 
draulic conductivity, root-depth, etc) in order to 
match calibration data. 

We can then take advantage of the remote 
sensing data’s great potential for model calibra- 
tion. An archive of images going back at least 20 
years is available over the whole of the Earth’s 
land surface. We therefore have a period of time 
for which model calibration should be possible. 

This has been highlighted with the cases - 
the North Kent marshes and Lake Karla - that 
we have outlined above. With this motivation in 
mind Shepherd et al, 1997, devised a technique 
for determining the water storage in a network 
of drainage ditches. The idea relies on the 
well-known principle. e.g. De Jong, 1994, that 
water practically absorbs all incident infra-red 
wavelengths (greater than 0 . 7 ~ )  thus bands 4 
(0.76-0.90~): 5 (1.55-1.75~ and 7 ((2.08-2.35~) of 
the Landsat-TM sensor are suitable for searching 
for water. 
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Figure 5 Ditches overlaid on band 5 of Landsat 
TM image (20 May 1992), image @ Eurimage 

The technique does not aim to give point 
values of water storage but rather area averages. 
In North Kent the ditches have an average 
width of 4 metres, the resolution of the Landsat- 
TM images is 30 metres and the technique has 
been tested on marshland catchments with areas 
varying between lkm2 to 10km2. Figure 5 shows 
a map of the ditches overlaid on the satellite 
image. 
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Figure 6 Measurements of ditch levels in the 
Elmley marshes - the thick line shows the average 
level 

Figure 6 shows monthly measurements made 
in the ditches at seven points in the Elmley 
marshes - a specially protected zone within the 

. marshes. These measurements have been com- 
pared at three instants with indices derived from 
the Landsat-TM images. A good correlation 
was obtained - ie when the ditches were full the 
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indices obtained from the images was higher that1 
when they were less full and, on the basis of tlii: 

' promking comparison: an article has been sciit 
for review in an international journal. 

4 THE SHYLOC PROJECT 

4.1 Objectives 

On the basis of these findings the SHYLOC (Sys- 
tem for Hydrology using Land Observation for 
model Calibration) project started in Novembcr 
1997. The primary objective of this project. 
funded partly by the European Commission. is 
to further develop both the hydrological modcls 
and the image interpretation software in order tct 
improve the hydrological predictions and to makc 
rigorous checks on the accuracy. A secondary 
objective is to make the whole process mor(* 
automated, less costly in terms of manpower ancl 
capable of producing timely results. 

4.2 Work Plan 

-4 flow chart of the project is shown below. 

2. build SHYLOC 

needs -- 
5.  Apply 
SHYLOC to  test 
wetlands 

Measure 
water 
levels 
in test 

3. Couple 
hydrological 

hydraulic 
models 

Develop 
water 
balance 
for test 
wetlands 

7. Compare 8. Compare 
SHYLOC with SHYLOC with 
measurements water balance 

I 9. Final Evaluation and Exploitation of SHYLOC 

Most of the steps within the project arc! 
self-explanatory. Great emphasis is placed 011 

involving end-users in both the specification and 
evaluation of the project. A number of users 
- English Nature, English Environment Agency, 
The Royal Society for the Protection of Birds. 
the Greek Environment Ministry, the scientific: 
adviser to the Ramsar Bureau - have alreadv 
agreed to participate. Others will be identificcl 
during the project. A supplier of earth observil- 
tion data, Eurimage, is also taking an active par' 
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in the projectLin order to advise on present and 
‘iture trends in environmental remote sensing. 

Hydrological software is being developed by 
the Danish Hydraulic Institute. The MIKJXHE 
model will be coupled to the MIKE11 river 
*,adcage in order to improve the representation 
Jf devices such as sluices. That this coupling 
is feasible has already been demonstrated by 
Refsgaard and Ssrensen. 1997, who applied a 
coupled model to the Danubian Lowland between 
Bratislava and Kom5rno. The objective of the 
present development is to put this coupling on a 
more operational basis. 

The development of the image interpretation 
package is being carried out  by the Joint Research 
Centre who will produce user-friendly automated 
object-oriented software integrating spatial and 
temporal analysis in order to produce a menu of 
algorithms for interpreting the images. A number 

f suggestions have been made for improving the 
dccuracy of the original results and these will be 
implemented and tested. 

The assessment of both the hydrological and 
image interpretation software will be carried out 
by teams from University College London on the 
English test sites - the North Kent marshes and 
the Pevensey Levels - and by the University of 
Thessaloniki as well as the Greek Biotope Wetland 
Centre on the lakes Karla and hlavrouda. 

5 C O ~ C L U S I O K  

We have shown that deterministic modelling 
using commercial packages and remote sensing 
remains mostly in the research domain as far as 
wetland hydrology is concerned. We have shown 
rhy this is so and why the SHYLOC project 

offers the hope of a more operational system for 
hydrological predictions in the near future. 
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Geological modelling and editing in GIS environment 

T.V. Jacobsen 
Danish Hydraulic Insrimre, Hprsholm, Denmark 
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ABSTRACT: Geological and hydrogeological data constitutes the basis for assessment of groundwater 
resources and pollution risk. The amount of available data and the heterogeneity and complexity of 
geological formations makes it difficult to establish a general view of the main geological features and 
subsequently derive a plausible geological model. This paper presents a graphical tool (GeoEditor) which 
provides facilities to develop and test geological models based on borehole data and geophysical data. 
The GeoEditor provides a close link between basic geological and geophysical data, conceptual 
interpretation and model representation. The GeoEditor is based on an inherent methodology, which 
leads the user through a systematic definition of a geological model. Based on experience of geologists, 
hydrogeologists and modellen two alternative approaches based on specifjmg either overall geological 
structures or zonation of characteristic aquifer properties have been implemented. 

. 

1 INTRODUCTION 

The representation of geology is an essential part 
of groundwater modelling. Development of a 
geological model to be applied in a groundwater 
model is subjective depending on geological/ 
hydrogeological understanding, the purpose of 
the model (Hansen & Gravesen, 1996), the 
conceptualisation required for the numerical 
model and constraints in terms of quantity and 
quality of available data. 
In the process of interpreting the available data 
into a consistent 3-D geological model one of 
the major problems is to visualise and combine 
all available data avoiding any major 
contradictions. It is needed to provide a general 
view of the overall geological structure. 
Consequently, a graphical tool (the GeoEditor) 
has been developed which links directly to a 
geological database (PC Zeus; Hansen, 1992) on 
the input side assists the selection and 
interpretation of field data and finally exports 
the geological model for further use in the 
hydrological modelling system MIKE SHE. The 
GeoEditor programme is designed to help the 
user in the process of establishing a conceptual 

model and create a geological model suited for 
later hydrological modelling. 

Williams et. al. (1996) developed a GIStAVS 
utility to produce geological facies based on 
lumping horizons of similar material properties 
into layer representing the accumulated layer 
thickness, but not the actual geological variation. 
The 3D geological structure was transferred to 
finite element grid and subsequent groundwater 
flow simulation. A similar GIS approach based 
on IDRISI and an automatic generation of 
multiple bedded geological surfaces is found in 
Gumbricht et. QI. 1996. Other GIS tools 
interfacing to hydrological models, Batelaan el. 
al. ( I  996) are aimed at general hydrological and 
hydrogeological data rather than specifically 
geological models. 

The GeoEditor is based on a different approach 
leaving the geological interpretation entirely to 
the user. Another distinguishing feature of the 
GeoEditor is its ability to include geo-physical 
data in combination with lithological borehole 
data which makes it highly versatile. 
Furthermore, emphasis is put on the post- 
evaluation of the validity of the numerical 
model. 
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New survey methods provides geophysical data 
Christensen el. al. (1994) to supplement 
borehole data, which have traditionally formed 
the basis for geological interpretation. The geo- 
physical data may not provide as unambiguous 
information as the borehole but the survey 
technique allows a vast area to be covered. With 
the increasing areas being covered by geo- 
physical surveys it is thus likely that both types 
of data will be available in furure groundwater 
studies. Although comparisons between the two 
sets of data have been presented (Hunsen & 
Gravesen, 1996) a tool to access and effectively 
utilise the available data is needed with respect 
to' numerical groundwater models. The 
GeoEditor presented in the following reads the 
geological input data fiom the PC Zeus database 
and has been interfaced to the MIKE SHE 
hydrological modelling system. 

This paper presents a graphical geological editor 
developed in GIS environment (ArcView fiom 
ESFU) which allows the user to: 
0 Select a subset of borehole data and 

geophysical data. 
0 To visually interpret the data in order to 

establish a geological model. 
To utilise other types of digital point and 
area data such as geological and 
topographical maps. 
To transfer surfaces of geological units to a 
numerical model simulating groundwater 
flow and solute transport. 
To validate the discretisized model against 
all available geological data. 

Hydrogeological parameters must be specified to 
set-up a groundwater model. Spatially and 
temporally distributed hydrogeological field data 
may be introduced in the GeoEditor to support 
the task. 

0 

2 APPROACH 

A three-phase approach has been adopted where 
selection of data is followed by geological 
interpretation. The overall geological structure 
may be specified in terms of layers and lenses by 
stepwise sweeping through a number of pre- 
defined geological profiles or alternatively by 
specifjmg zones of characteristic aquifer types 
sequentially for a number of depth intervals 
from the ground surface to the deep aquifers. In 
the third step the discrete values are interpolated 

into a 3-dimensional geological model. The 
resulting geological model is, subsequer 
evaluated and modified if rejected. Whtlr 
accepted it is transferred to input files of the 
groundwater simulation model. In the design of 
the geological editor the graphical element is 
essential. Consequently the initial selection of 
borehole data has been designed for visual 
selection from the PC Zeus database (national 
borehole database of Denmark) and reduction of 
the sub-database by various selection cntena. 

In the geological interpretation of data two 
alternative methods are available. A series of 
cross-sectional views are provided, which allows 
the user to connect discrete lithological data into 
a continuos model based on assumptions of 
overall geological structures. Alternatively the 
user may sweep through a series of horizor*-' 
slices. The slice represents a certain dr- 
interval and the proportionally dominant 
lithological rype is shown. The user must draw 
up zones which share the same hydrogeological 
characteristics. The number of lithological 
classes determines the detail of the model. The 
latter approach is useful in a highly 
heterogeneous geology. 

In the final phase the geological model may be 
evaluated by means of 3-D graphics and 
statistical methods. The geological model is 
transferred into the computational grid of a 
model and i t  is checked to which extent the 
model representation fits the geology of the area. 
Hydrogeological data may be retrieved to 
support the geological interpretation and to 
estimate parameters to be entered for 
geological layers in the model. Distribution _ _  
transmissivities and storage coefficients is a 
typical example of relevant field data which may 
be useful for the conceptual geological model. 

Cross checking with screened abstraction wells 
and observation wells gives an indication of the 
accuracy of the geological model. Filters 
overlapping high and low yielding layers of the 
geological model may be attributed to erroneous 
or incomplete geological specifications. 
Typically it will take a few iterations before a 
satisfactory geological model has been derived 
or alternatively a number of possible geological 
hypothesis may be tested. The geological 
information is transferred to input files for the 
numerical model. 
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Figure 1 Selection of borehole data 
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A sub-set of data is selected to reduce the 
density of &ta and to exclude data of lesser 
quality. The geographical area of interest is 
specified on a base map and the data within the 
area are selected. Subsequently further reduction 
of the data may be needed. Selection criteria for 
borehole age, purpose of the borehole and the 
actual lithological types are included. Single 
boreholes may be excluded if necessq.  It is 
also possible for the user to type in additional 
information's either as new borings or as ghost 
data' (guiding points in area with sparse 
information). The new data are stored and 
displayed separately to hinder a mixture of the 
different data types. 

4 GEO-PHYSICAL DATA 

Geo-physical data provides soil resistance of the 
c eeological layers. The range of resistance 
reflects the porosity or matrix properties of the 
layers and the water content of the soil. Under 
saturated conditions specific sediment or rock 
types can be associated with approximate 
intervals. 

By adopting a relationship between restivity and 
lithological classification comparison between 
the two sets of data is possible. 

40- 100 I Sand loam I ms I 
I 

Precaution should be taken when applying the 
table for comparison with lithological types 
found from boreholes. The contrasts in restivity 
are not very distinct, the intervals are in fact 
overlapping and the signals may be distorted by 
electrical installations in the field. In series of 
interbedded layers it is difficult precisely to 
'identify the transition between sediment types. 
Consequently geo-physical data alone are often 
not adequate to establish a geological model. On 
the other hand techniques have been developed 
to cover large areas by geo-physical surveys and 
L eeo-physical data may be an important source of 
information in areas with scarce borehole data. 
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Figure 2 Location of geological profiles 

The penetration depth of geo-physical surveys is 
up to 150 my which is significantly deeper than 
most boreholes. Where boreholes are not 
sufficiently deep geo-physical data are applied. 

Borehole data are treated as the primary source 
of information and geo-physical data serve as 
'background' information. The interpretation of 
geo-physical data and their correlation to 
borehole information need funher development 
and refinement. 

5 GEOLOGICAL MODEL 

Upon selection of a sub-set of borehole data and 
geo-physical data the geological model is 
established. The interpretation requires a degree 
of conceptualisation which must correspond to 
the purpose of the model. The scale of 
geological variability and the horisontal and 
vertical discretisation of tine numerical model 
must, be considered. Based on the physical 
understanding a number of geological units or 
alternatively 
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characteristic litholopcal classes must be 
specified depending on the preferred method of 
interpretation. 

Geological cross sections are specified with 
projected boreholes and a background colour =-- 
geophysical data. The profiles may be inspe 
to arrive at a reasonable number of geological 
units. 

The geological model is established by moving 
through the profiles connecting each geological 
layer or lense from borehole to borehole. To 
maintain an overview during the process 
horisontal and vertical views are combined. 

Horizontal coordinates of the borehole and the 
elevation are saved in all connection points of all 
profiles for each geological unit. 

Other types of data, e.g. topographical profiles 
or layer profiles of previous geological models 
may be added as external sources of information 
to support the interpretation. 



Adjusted X-values [m. from start of profile] 

Figure 3 Description of layers in profiles a 
6 CONVERSION TO MODEL INPUT 

Coordinates of the points connecting the 
geological layers are interpolated into 3-D 
surfaces. A -gid corresponding to the spatial 
discretization of the model is adopted and files 
describing top and bottom of each geological 
unit are interpolated from discrete data points. 
Output is generated in terms of generalised grid 
maps - the format has been chosen to comply 
with the MIKE SHE model. 

7 MODEL EVALUATIOX 

Spatial discretization is needed to transfer the 
geological layers to a numerical model. 
Consequently the geological representation of 
the numerical model may deviate from the user 
specified geological model. Due to limitations 
regarding the computer capacity a coarse 
numerical grid may- have t o  be -applied and 0 spatial 

resolution causes details to be lost or distoned. It 
is thus of great importance to check if the 

Best Available Copy 

conceptual understanding inherent in the 
geological model is actually present in the model 
representation. By overlayng surfaces of the 
geological model and the ~ d d e d  maps to be 
used in the numerical model on top of the basic 
physical data, i t  is possible to point out 
diffcrences attributed to the conversion between 
the continuous and discrete domain. 
Modifications of the numerical p i d  resolution or 
the geological layer geometry may be necessary 
to obtain a satisfactory model representation. 

A unique geological model can in most cases not 
be obtained. lnstead different geological 
hypothesis may be investigated with respect to 
the effect on simulated potential head and 
groundwater flow. Testing different options may 
serve to exclude or include geological units 
within the model area. 

8 CONCLUSIONS 

The GeoEditor is designed to support the pre- 
processing of geological data, taken directly 
from the PC Zeus database, and the 
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establishment of a geological model suited for 
hydrological modelling MIKE SHE). The 
primary objective is an improved representation 
of major geological features in a groundwater 
model. The GeoEditor can be seen as an 
advanced and flexible pre-processing utility for 
poundwatw modelling. 
Automatic generation of' the geological model 
has contrary to other GIS based geological tools 
not been attempted. Due to the geological 
complexity and the conseptualisation required it 
is not feasible to the general Understanding and 
knowledge of the user. A geological model is by 
no means unique and must reflect the intended 
use. The GeoEditor facilitates the process by 
providing a graphical environment with an easy 
access to basic data, but leaves it entirely to the 
user to develop a plausible geological model. 

The benefit of applying both borehole data and 
geophysical data is not yet fully investigated but 
Lork by Hansen & Gravesen (1  996) suggest that 
especially the deeper pans of the model will 
benefit from this additional data type. The 
collocation of different types of data provides a 
more complete picture by filling out gaps found 
for the respective data types. The conversion 
between measured geo-physical data and the 
lithological classification is critical and to some 
extent uncertain in heterogeneous sedimentary 
deposits. The inclusion of geo-physical data will 
however substantially improve the geological 
models. 

The practical experience applying the GeoEditor 
is limited so far. Even though the GeoEditor is 
developed to facilitate development and test of 
geological models to be used in hydrological 
models and groundwater models it clearly has a 
potential to improve descriptive geological 
models in general. 

The geological model, the hydrogeological 
parameters and the boundary conditions affect 
the performance 'o f  the numerical model. 
Although the GeoEditor focuses on the 
geological lay out the GIS framework is suited 
for integrated analysis including 
parameterisation and boundary conditions. 

Attention should be paid to a numerical models 
sensitivity with respect to parameters and other 
input data such as the geological mode. The 
GeoEditor supports the investigation of various 
c eeological hypothesis and thereby quantify the 
uncertainty refemng to the geological model. 

numerical model and GIS pre-processins 
facilities in order to obtain an integr-.. 
modelling utility. 
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Uncertainty in spatial decision support systems - Methodology related 
;o prediction of groundwater pollution 
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AIISmACT: Groundwater pollution from non point sources, such as nitrogen from agricultural activities, is 
&I problem of increasing concern. This paper presents a methodology and a case study for large scale 
rlriiulation of aquifer contamination due to niuogen leaching. Comprehensive modelling tools of the 
physically-based type are well proven for small scale applications such as plots or small experimental 
catchments with good data availability. The two key problems related to large scale simulation are data 
nvailability at the large scale and model upscaling to represent conditions at larger scale. In this study readily 
rvaiiable data from standard European level data bases such as GlSCO and EUROSTAT have been used as 
tltc basis of modelling. These data were supplemented by selected readily available national data sources. The 
itlode1 parameters were all assessed from these data by use various transfer functions. and no model 
cdibration was carried out. Furthermore, a statistically based upscalinghggregation procedure. preserving the 
urcal distribution of soil types. veietation types etc on a catchment basis has  been adopted. Finally, a Monte 
(';do simulation technique was used to assess how uncertainty in selected input data propagate throueh the 
tiri)del and results in uncertainty on the model outputs. The case study from the Karup catchment in Denmark 
indicate that the resulting uncertainty of the predicted nitrogen concentrations in the aquifer at a scale of 
romc hundreds of km' is so relatively small that the methodology appears suitable for large scale policy 

. 

e Groundwater is a sipificant source of freshwater 
iiacd by industry, agriculture and domestic users. 
I lowever, increasing demand for water, increasing 
itsc of pesticides and fenilisers as well as atmos- 
pheric deposition constitute a threat to the quality of 
Froundwater. The use of fenilisers and manure leads 
io ihe leaching of nitrates into the groundwater and 
dso contributes ro the acidification of soils that can 
ubo have an indirect effect on the contamination of 
water. 

In Europe, for instance. the present situation is 
summarised in EEA (1995). where it is assessed 
that the major pan of aquifers in Northern and Cen- 
tral Europe are subject to risk of nitrogen contami- 
n;rtion due to agricultural activities. Therefore. pol- 
icy makers and legislators in EU are concerned 
nhout the issue and a number of preventive legisla- 
tion steps are being taken in these years (EU Coun- 

' . cil of Ministers, 1991; EC, 1996). 

Most nitrogen leaching models such as 
RZWQM (DeCoursey et a!.. 1989; DeCoursey et al.. 
1992) and DAISY (Hmsen et al.. 1991) are of the 
physically-based type. but cover only the root zone 
at plot or field scale. Traditionally, complex leach- 
ing models are only used on plot or field scales in 
a r e s  with extraordinarily good data availability, 
and even for such cases the relevance of such ap- 
proach is often questioned because of the perceived 
uncertainty related to the model simulations. Hence, 
there is an evident need to assess the uncertainty 
related to large scale simulation of aquifer pollution 
from diffuse sources. 

To our knowledge. so far no attempts to assess 
the model uncertainties of simulated groundwater 
contamination due to nitrogen leaching based on a 
true. spatially distributed catchment model using 
physically-based process descriptions have been re- 
ported. The present paper addresses this issue with 
special emphasis on large scale modelling. 
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2 DIMENSIONAL SATURATED FLOW MODEL 

Figure 1 Schematic representation of the components of MIKE SHE 

2. METHODOLOGY 

2. I Derennirtisric simiilarion models 

MIKE SHE 
MlKE SHE is a modelling system describing the 
flow of water and solutes in a catchment in a dis- 
tributed physically-based way. This implies numeri- 
cal solutions of the coupled partial differential 
equations for overland (2D) and channel flow ( 1  D). 
unsaturated flow (ID) and saturated flow (3D) to- 
c gether with a description of evapotranspiration and 
snowmelt processes. The model structure is illus- 
trated in fig.  1 .  For further details reference is made 
to the literature (Abbott et al.. 1986; Refsgaard and 
Storm. 1995). 

DAISY 

DAISY (Hansen et al.. 1991) is a one-dimensional 
physically based modelling tool for the simulation 
of crop production and water and nitrogen balance 
in the root zone. DAISY includes modules for de- 
scription of evapotranspiration. soil water dynamics 

\A5 

based on Richards' equation. water uptake t- 
plants. soil temperature, soil mineral nitrogen d! 
nnrnics based on the advection-dispersion equatior 
nitrogen uptake by plants and nitrogen transform; 
tions in the soil. The nitrogen transformatior 
simulated by DAISY are mineraliz+qr 
immobilization turnover. nitrification and der . 
cation. In addition DAISY includes a module fc 
description of agricultural management practices. 

M I K E  SHUDAISY couplirig 

By combining MIKE SHE and DAISY. a comple 
modelling system is available for the simulation 
water and nitrate transpon in an entire catchment. 
the present case the coupling is a sequential on 
Thus for all agricultural areas. DAlSY first produca 
calculations of water and nitrogen behaviour fro 
soil surface and through the root zone. The percol 
tion of water and nitrosen at the bottom of the ro 
zone simulated by DAISY. is then used as input 
MlKE SHE calculations for the remaining part I 

the catchment. For natural areas, MIKE SHE ca 
culates also the root zone processes assumi . 
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1; titiropm contribution form these areas. Due to the 
wqucntial execution of the two codes, it has to be 

' a\sunied that there is no feed back from the 
pwndwater zone (MIKE SHE) to the root zone 
t I IAISY). 

Thus. MIKE SHE does not in the pisent case 
handle evapotranspiration and other root zone proc- 
c w s  in the agricultural areas. As DAISY is one- 
dtricnsional, one DAISY run in principle should to 
I w  carried out for each of MIKE SHE'S horizontal 
p i l l s .  However, several MIKE SHE grids are as- 
wtiicd to have identical root zone properties (soil, 
t iop. apicultural management practices, etc), so 
tlmi in practise the outputs from each DAISY run 
t.;Iti he used as input to several MIKE SHE grids. 

: .' lipscaling of models for  application to large 
# I  t l k  

l x p c  scale hydrological models are required for a 
itrtcly of applications in hydrological. 

r-iivironmental and land surface-atmosphere studies. 
h l t h  lor research and for day to day water resources 
ui;lri;rgcment purposes. The complex interaction 
tvtwccn spatial scale and spatial variability is 
s d d y  perceived as a substanrial obstacle to 
~ I I I I ~ Y S S  in this respect (Bloschl and Sivapalan. 
I 'N 5 : and many others). 

The basic upscaling methodology adopted here 
IS . .  I t i  ,accordance with the principle recommended 

I Icuvelink and Pebesma (submitted), aS follows: 
Tlic basic modelling system is of the distributed 
;ind physically-based type. For application at 
pifu scale (where it  is not used spatially dis- 
trihuted) the process descriptions of this model 
type can be tested directly against field data. 
The model is in this case run with (equations 
and) parameter values in each horizontal grid 
point representing microscale conditions. The 
iiiicroscale is selected as a scale for which pre- 
vious tests have indicated that the model is able 
io describe the basic processes satisfactorily (50 
- 200.m). 
Thc smallest horizontal discretization in the 
rttodel is the grid scale or grid size ( I  - 5 km) 
11iat is larger than the microscale. This implies 
that all the variations between categories of soil 
type and crop type within the area of each grid 
can not be resolved and described at the grid 
Icvel. Input data that vary at microscaIe. and 
whose variations are not included in the grid 
scale model representation. are distributed at the 
rtiscroscale so that their statistical distributions 
;in' preserved at that scale. 

/ 

The results from the microscale modelling are 
then aggregated to macroscale ( 10 - 50 km) and 
the statistical properties of model output and 
field data are then compared at macroscale. 
For applications to larger scales than macro- 
scale. such as European or conzinental scale. the 
macroscale concept is used, just with more grid 
points. This implies that the continentel scale 
can be considered to consist of several macro- 
scale units, within each of which the microscale 
statistical variations are preserved and at which 
scale the predictive capability of the model thus 
lies. 

It should be emphasised that the microscale consid- 
ered is not point scale. but rather a field scale char- 
acterised by 'effective' soil and vegetation parame- 
ters, but assuming only one soil type and one crop- 
ping pattern. Thus the spatial variability within a 
typical field is aggregated and accounted for in the 
'effective' parmeter values. Physically-based mod- 
els like MIKE SHE and DAISY have previously at 
many occasions documented their ability to describe 
conditions at field scale by use of effective parame- 
ters (e.g. Jensen and Refsgaard. 1991a.b.c). In the 
aggregation to macroscale the variations among soil 
types and crops are preserved statistically. although 
they are not correctly georeferenced. 

2.3 Modelling uppruach 

In large scale modelling the aim is to simulate proc- 
esses, in this case the nitrogen conramination of aq- 
uifers, at an areal scale larger than point or field 
scale. This implies that the model outputs do not 
pretend to reproduce ,point values and as such can 
not directly be compared to point observations from 
e.g wells. The model results should rather be com- 
pared to field data in terms of statistical propenies 
within a given area. Hence, the modelling aims at 
describing the integrated runoff at the catchment 
outlet and the distrib,ution function of the nitrogen 
concentrations sampled from available wells over 
the catchment ( aqui fer). 

In this study readily available data from standard 
European level data bases such as GlSCO and 
EUROSTAT have been used as the basis of 
modelling. These data were supplemented by 
selected readily available national data sources. The 
model parameters were all assessed from these data 
by use various transfer functions. and no model 
calibration was carried out. 

2.4 Uncerruin? unaZFses 

The uncertainty analyses is based on a Monte Carlo 
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simulation technique with an efficient stratified 
sampling approach (Pebesma and Heuvelink, in 
preparation). 

There are uncertainties related to all input data. 
For practical m o n s  the number of parameters for 
which uncertainties could be considered in the 
Monte Carlo analyses had to be limited. Therefore, 
the following five parameters which were known by 
experience to be the most dominant and the most 
uncenain ones in relation to prediction of nitrogen 
con tam inati on were selected: 
0 Precipitation. The error on the daily 

precipitation was assumed to follow a normal 
distribution with zero mean and a standard 
deviation equivalent to 50% of the measured 
daily value. This value is in good agreement 
with field data (Allerup et al., 1982) 

0 Soil hydraulic propenies. The hydraulic 
conductivity and soil moisture retention curves 
were estimated from the textural composition by 
use of standard pedo-transfer functions, based 
on Cosby et al (1984). The clay content was 
assumed uniformly distributed within the range 
given by the texture class in the FA0 
classification used in the GISCO data base. and 
the relation between clay, silt and sand were 
fixed by an empirical equation. 
Soil organic matter. The uncenainty on this 
parameter was assessed from experience and 
assumed to follow a truncated. normal 
distribution with a relatively hish coefficient of 
variation of 0.45. 

0 Slurry composition. The uncertainty in dry 
matter and total nitrogen content in the slurry 
was assessed from experimental data (T. Bonde. 
personal communication). The coefficients of 
variation of the various slurry types vary from 
0.25 to 0.50. 

0 Depth of reduction front in the aquifer. This was 
assumed to vary within a range of 9 m. 

As the CPU time requirements for a model 
simulation with the deterministic integrated MIKE 
SHUDAISY model in itself is substantial. i t  was 
required to keep the number of Monte Carlo runs at 
a minimum. In this case 25 runs were carried out 
and comparisons with additional SO runs indicated 
that 25 runs were sufficient to assess the uncertainty 
on the mean values. 

I 

3. CASE STUDY 

3, I Asea arid model consrrucrioii 

The area used in the study is the Karup river basin 
A 

,&' Best Available Copy 

which is located in the middle part of Jutland, F.II 
mark (Figure 2). The topographic catchment c o  
approximately 500 km2 of which 70 % are used LU 
agricultural purposes and 30 % are natunl  arc:^^ 

The catchment characteristics are described II 

Styczen and Storm (1993). The data used for 111t 

present study and the model construction are ili- 

scribed in details in Refsgmd et al. (in preparation I 
In the following a brief summary is provided. 

Figure 2 Locarion of the Karup catchment in Jurl;iii~l 

Denmark 

The catchment was in the model represented , 

three-dimensional network. The discretization used I; 11 

the uncenainty analysis was 2 km in the horim1kil 
directions and varied in the vertical from 5 to 40 C I I I  1 1 1  

the unsaturated zone. and from 10 to 15 m in the S;IIII 

rated zone. Catchment delineation and stream _ecoillt. 

try was carried out on the basis of a digtal elevaliiiii 
map from USGS/GISCO (DEM) using Arcnnftr !;I 

cilities. Spatial distributions of land use and soil ryl'c-. 
were derived from the GISCO database and hytlill 

geological data were obtained from EC (1982). 1h 
tributions of crop types and livestock densities w c 1 t .  

obtained 'from Agricultural Statistics (1995) ;IIIII 
converted to slurry production using standard v;rll~t-. 

for Nitrogen content. Based on typical crop rota1ioii. 
proposed by The Danish Agricultural Advisoi I 
Centre and the constraints offered by crop distrilur 
tion and livestock density two cattle farm rotat';' 

L A  
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. ~ I I I ~  depending on forefruit and soil type. and in 

I 2 Results of deterministic model 

I lit- simulated discharge hydrograph is shown in 
h y u a  3 together with the observed one. Consider- 
111)' that the model is very coarse and uncalibrated i t  
trproduces measured river runoff relatively good. In 
pit~icu1a.r the long term annual average runoff is 
tr'tiurkably well reproduced by the model. On the 

other hand, the distribution of the river runoff over 
the year is not s; well reproduced. The model gen- 
erally underestimates the runoff in the summer peri- 
ods (low flows) and overestimates the winter flow. 

Figure 4 shows the simulated nitrate concentra- 
tions in the upper ground water layer compared to 
observed values from 35 wells in terms of statistical 
distribution over the aquifer. The simulated con- 
centrations are seem to match the observed data sur- 
prisingly well. 

3.3 Results of uncertain? analyses 

The key results from the Monte Carlo runs are 
shown in Table 1. The figures in the table are aver- 
aged over the five year simulation period, and the 
mean and standard deviations represent statistical 
values from the 25 Monte Carlo runs. The uncer- 
tainties on the simulated average groundwater con- 
centrations are further shown in Figure 5. 

Table 1 Key results from 25 Monte Carlo runs 
Variable Mean St.dev. 
Leaching from the root zone 65 19 
(kghdyear) 
Groundwater concentration ( m g )  38 8 

I 

River flow (mm'vear) 463 22 

4 DISCUSSION AND CONCLUSIONS 

From the results of the present study it can be con- 
cluded that the present modelling approach appear 
feasible for estimating uncertainties in predicted 
nitrate concentrations at larger scales, and hereby 
also for evaluating the reliability of the simulation 
results. Results also show that even though the un- 
cenainty of the simulated results is large at 
poinugrid scale, making the predictive capabilities 
questionable, it appears that the uncertainty at larger 
scales where the point simulations are integrated in 
time and space become much smaller and hereby 
appear more useful. 

Given the rather coarse data basis, and given 
that no model calibration was performed, the simu- 
lated results of groundwater concentrations were 
remarkably good. Hence the measured groundwater 
concentrations fell well within the predicted uncer- 
tainty intervals. 

Thus it appears that the methodology could 
relatively easy be. applied to larger areas and used as 
decision suppon tools for evaluation of legislative 
measures aiming to reduce nitrogen contamination 
risk. 
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Figure 3 Simulated and recorded discharge hydrographs for the Karup catchment 1990-93 
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Figure 4 Statistical distribution of groundwater concentrations over the Karup catchment by the end of 1993. The 1'11 

line with squares corresponds to the measured data while the lines with x are the 25 Monte Carlo runs. 

Figure 5 Statistical distribution over 25 Monte Carlo runs 
of simulated areal average NO, 
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Introduction 
This paper presents the results of applying an integrated model complex in the planning and design phase of a 
combined drinking water, flood control and recreational reservoir in the h s n a  River, Poland, named the 
Wielowies Reservoir. 

The main purposes of the reservoir, with an estimated 50 mill. m3 water storage capacity, are to improve the 
possibilities for flood control, to secure a water supply for irrigation, to provide the cities Kalist and Ostrow with 
drinking water and the potential of future hydropower production. 

A combined hydraulic and water quality one-dimensional model has been applied in the river branches, upseeam 
and downstream the proposed reservoir, whereas a two-dimensional vertical model description has been used in 
the reservoir part of the system. The main purpose of the river pan of the model, apart from provision of 
boundary data for the reservoir model, is to assess flows, water levels, sediment transport and water quality 
affected by the conmaion  of the reservoir in reaches along the Rosna River. The oxygen conditions, re- 
cycling of nutrients (nitrogen, phosphorus), degradation of organic matter, as well as the biological paramem: 
phytoplankton biomass and chlorophyll-a, have been taken into account in the water quality studies in both pans 
of the system: the r i v a  branches and the reservoir. 

A GIS-based river basin model has been used to simulate water didbution and utilisation within the catchment 
area, as well as reservoir outflows h m  various rule of operation curves. Groundwater infillmation fiom the 
reservoir has been simulated via a fully three-dimensional groundwater model. 

The assessment and optimisation of different alternative designs utilising the integrated model systems 
demonstrated that the storage capacity of the reservoir can be made suficient for the design flood provided that 
design flood control levels are not exceeded. Sediment transport simulations demonstrated that siltation will be 
slow and not affect the lifetime of the reservoir. Downstream erosion combined with backwater sedimentation 
will, however, require regular maintenance work. 

Due to the high nuuient load the oxygen conditions in the reservoir will be poor and anaerobic conditions will 
occur during the summer. Modelling of the reservoir processes demonstrated that even a 50%0 reduction of the 
nutrient load fiom the upmeam sources will not eliminate the eutrophication problems of the reservoir, including 
the oxygen conditions. A reduction of more than 50% of the nutrient load is necessary in order to obtain a 
satisfactory environmental quality throughout the reservoir. 

lnfiluation of reservoir water and the increase in head had only minor impacu on groundwater flow and quality 
in adjacent areas as verified by the coupled groundwater model. 

s 
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1. Background 
The need for freshwater supply for various purposes is an increasing problem in many couIltrics in Eastern 
Europe, including Poland Today, m Poland, the water demand for inigation and drinking water supply is 
increasing and the demand will be even more intense in the years to come. In order to meet the increasing need 
for water supply the Polish Government has planned to build a number of reservoirs throughout the country up to 
year 2005. The coNrmction of reservoirs is part of a national plan for flood control and water resource 
management 

The planned combined drinking water, flood control and recreational reservoir near Wielowies Klasnorna in the 
Prosna River Basin (Figure 1) is an example of a reservoir included in the above mentioned nation-wide plan. 
The reservoir is intended to improve the possibilities for river flow regulation and flood control, to secure water 
supply for irrigation and, in the future, to provide drinking water to the cities of Kalisz and Cktniw 
WieIkopolski. Finally, the reservoir will provide recreational possibilmes for the local population in the region. 

The Prosna Riva joining the Warta River, the third largest river m Poland, is 225 km long and has a catchment 
area of almost 5000 bn2. The Wielowies Klasztoma Reservoir will be located in the centnl part of the river 
reach where typical peak flows reach 80 m3/s and average summer flows are in the order of 5 m3/s. The present 
water quality conditions in the river are strongly a fk ted  by pomt sources and difhse agricultural loads dong 
the river 161. 

In Figure 1 the location of the proposed Wielowies Klasaorna reservoir is shown. 

Figure 1. Study area and location of the reservoir. 
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a The construction of Wielowies Klasztoma reservoir will inevitably affect the natural conditions with respect to 
surface and groundwater flow and water quality and hence the flora and fauna in Proma River and adjacent 
areas. Several environmental problems in connection with the consmaion are foreseen. Especially 
euaophication (nument enrichment), siltation and poor wafer quality in and downstream the reservoir could be 
critical with regard to the future aim of the reservoir. Changes in groundwater levels and groundwater quality in 
the adjacent areas are also foreseen. 

In order to study the combined impacts from catchment inflow and operational strategies on the physical and 
biological processes within the reservoir as well as in downstream and upstream affected reaches, the Polish 
Regional Water ManQement Board requested a comprehensive integrated modelling system. The modelling 
system should be so general that it can be applied to tbe design of the Wielowies Reservoir and also to future 
reservoir designs and constructions expected within the next decade in Poland. 

2. Methods 
Effective management and operation of a multi purpose water body such as the Wielowies Klasnoma Reservoir 
has to be based on an understanding of the related physical and chemicalhiological processes. Obviously the 
impact of the reservoir on the surrounding environment and vice versa requires an understanding of the 
processes in the entire river basin. 

A number of models exist tailored in particular to modelling the individual processes. The integration of models 
and results often proves to be costly and time consuming making the models inefficient and unpractical as a 
management tool and during the reservoir design phase. However, combining models with a flexible structure 
sharing a common platform for data pre- and post processing can provide an eficient tool in connection with 
design and implementation of water management systems in general. Such a tool has been applied to the design 
and optimisation of the Wielowies Reservoir. The processes, modular structure and data flow of the integrated 
model complex are illumated in Figure 2 and Figure 3, respectively. 

Figure 2. Model Processes. 
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A short desaiption of the models is given below: 

NAM 
In a simplified quantitative fonn the model describes the behaviour of the land phase of the hydrological cycle 
/I/. Based on catchment dara such as precipitation, potential evapotranspiration and temperature combined with 
characteristic model parameters for each storage (surface, intermediate and groundwater storage) the model 
computes mean daily values of runoff. 

MIKEBASIN 
The watcr balance model is structured as a network model m which the r ivm and their main tributaries are 
represented by branches and nodes. The branches represent individual sueam sections while the nodes represent 
locations, where specific water demands and activities can be specified such as eg water abstractions for 
irrigation, urban water supply or reservoir operations. The model concept is based on a simple water balance 
assumption. The simulation of a reservoir requires specification of rule curves defining the desired storage 
volumes, water levels and releases at any time as a function of existing storage volumes, time of the year, 
demand for water and possible expected inflows. 

FLOWS, SEDIMENT TRANSPORT AND 
CONcEMaAnON OF POLLUTANTS 

(upstream of reservoir) 

MIKE BASIN 
RESERVOIR PERFORMANCE FOR 

DIFFERENT OPERATION !XRATEGIES 
WITH RESPECT TO FLOOD PROTECIlON, 

IRRIGATION AND URBAN WATER SUPPLY 

& 

ROUNDWATER 

Figure 3. integrated modef structure. 

MIKE 11 River model 
The river model is a one-dimensional fully dynamic model for the simulation of flood forecasting and flood control 
measures N. In addmon the model includes cohesive and non-cohesive sediment transpo~ and water quality 
processes. A noncohesive model is used for simulation of transport capacity of bed material load and 
morphological changes in the entire Prosna River. A non-cohesive graded sediment module is used for the 
simulation of river erosion downstream of the reservoir. The water quality model /3l describes biological and 
chemical processes relevant for nument dynamics and processes affecting the dissolved oxygen conditions in the 
river. 
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MIKE 1 I Reservoir model 
A WOdimenSiOMl dynamic vertical model computhg flows, oansport and water quality conditions of reservoirs 
using a multi-layered approach /4/ utilising a computational grid adapting to variations in the free surface. Sun 
radiation, evapodon and convective heat aansfer including a feedback loop from the wafer quality module 
providing the light extinction m the water from organic matter (plankton and demtus) is included. The simulated 
processes comprise development of marification and eutrophication describing plankton, nument and oxygen 
dynamics. 

. 

MIKE SHE Groundwater model 
A fully dynamic three-dimensional model /5/ simulating variations in hydraulic head, water flows and water 
storage in the entire land phase of the hydrological cycle, vi2 on the ground surface. in rivers and in the 
unsaturated and saturated subsurface storages. Exchange of water between surface water and groundwater can 
take place as eg. infiltration of water on the ground surface through river-aquifer exchange. A dynamic interface 
between the unsaturated mne and the saturated zone is handled automatically. 

f 

3. Results and Discussion 
The proposed dam conmudon is equipped with 3 overflow roller type gates and four submerged gates near the 
bottom of the dam. Normally flow will be released via the submerged gates each having a discharge capacity of 
15 m3/s at a water level of 124 rn. During floods water has to be released by lowering the roller gates. The roller 
gate position varies between level 121 and 124 m. Preliminary designs regarding crest dam elevations and 
required flood control curves are listed in Table 1. 

r-, 
i: 

The reservoir storage volume as function of level is shown in Figure 4. 

Table 1. Dam crest elevations and flood control levels. 

Dam 
Height 

124.0 
123.5 
123.0 
122.5 

m.o.rn.s.1 

Jan Feb Mar Apr M q y  Jun Jul Aug Sep Ocr Nov Dec 

122.0 122.0 122.0 122.9 123.1 123.2 123.0 122.8 123.0 122.6 122.7 122.5 
122.0 122.0 122.0 122.9 123.0 123.0 123.0 122.8 123.0 122.6 122.7 122.5 
122.0 122.0 122.0 122.5 122.5 122.5 122.5 122.5 122.5 122.5 122.5 12.25 
122.0 122.0 122.0 122.0 122.0 122.0 122.0 122.0 122.0 122.0 122.0 122.0 

m I m l m l  rn l m l m l r n l  m l m l m l  m l m  

Figure 4. Reservoir storage volume as a function of water level. 
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The corresponding volume of the reservoir at this level is approximately 46 million m3 and the length of the 
reservoir is approximately 7 km. The average depth is in the order of 3 m. At the deepest point near the dam the 
water level does not exceed 6 rn. Typical seasonal river flows m the h s n a  River vary between 5 m'/s in the 
driest period to 60 m'/s during peak flows, as illustrattd m Figure 5. The August 1985 flood with a peak flow 
close to 200 m'/s has been selected as design event with respect to flood control. 
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Figure 5. Recorded flow in ROSM River, 1992 -1995. 

3.1 
Based on the preliminary design (Table 1) combined with water requirement for minimum and maximum 
downsiream release, urban water supply and irrigation the different schemes have been analysed for monthly 
water balance calculations with MIKE BASIN. The simulation period covered daily flows over a pmbd of 30 
years. The calculations demonstrated that for dam crest elevations no less than 123 m the reservoir is capable of 
fulfilling the water demands for both wafer supply as well as irrigation purposes and at the same time to ensure a 
minimum release of water to the downstream river stretch. 

Water supply and nood control 

Detailed modelling of a design flood (ffom year 1995) using the dynamic river model revealed, however, that the 
crest elevation should be raised to 124 m in order to avoid over topping and to ensure that the Critical maximum 
downstream flow of 120 m3/s was not exceeded. The flood control level should not exceed 122.5 m during the 
expected flood period. 

3.2 Groundwater impact 
In order to investigate impacts on subsurface flow and groundwater quality in areas adjacent to the reservoir the 
MIKE SHE has been set-up and calibrated based on existing geological profiles and observed water table heads. 
In the model the reservoir is included as pan of the saturated zone and the variation in reservoir operation levels 
(time varying head boundary) has been generated by the dynamic river model, MIKE 11. The dam has been 
modelled as a low permeable wall extending all the way to the level of the reservoir bottom. 

Several scenarios were carried out in order to simulate impacts on groundwater levels in adjacent areas. 
Furthermore, scenario simulations of conservative transport of n i m e  and phosphate were carried out over a long 
time period with a water level of 124 m the reservoir. Spreading of contaminants from the reservoir will 
basically occur fkom the downstream end of the reservoir in the upper aquifer where large infiltration rates can 
move the substrate from the reservoir to the surroundings. 

The simulations demonstrated that after 25 years, contamination has just started reaching the lower teniary 
aquifer, though in very small concentrations (< 0.4 mg Nod). However, due to simulated spreading of 
contamination below the reservoir near the banks, absaaaion of drinking water in areas close to the reservoir, ie. 
less than 500 m from the reservoir, m o t  be recommended without proper treatment. The simulations showed 
that the groundwater level will mnease in the immediate vicinity of the reservoir particularly west of the 
reservoir, however, no inundated or swamped areas will arise. 



3.3 Sedimentation aspects 
The c o m c t i o n  of a reservoir is a very significant intervention m the sediment transport regime of any river. 
The extremely low flow velocities in the reservoir cause the sediment uansport capacity to vanish. This normally 
gives rise to three problems: reservoir siltation, backwater sedimentation and downsueam erosion. 

' 

3.4 Siltation 
The annual transport of wash load at Kania (ie. the sediment which will enter the reservoir) has been estimated at 
beween 1700 and 6300 tons with a mean value of about 3500 tons. A conservative estimate of the lifetime of the 
Wielowies Reservoir can be obtained by assuming that all the sedknent entering the reservoir will be napped. 
The MIKE I 1 River model has been used to investigate the extent of the trapping efficiency of the reservoir, it. 
how much of the sediment entering the reservoir will deposit permanently. The simulation results show that 
close to 1OOOh of the sediment will be trapped Considering the volume of the reservoir (Figure 4) compared to 
the wash load it is concluded that siltation is not a problem within the lifetime of the reservoir. 

3.5 Back water sedimentation 
Assuming that the backwater sedimentation takes place over a length of say 500 m and a width of 200 m the 
annual sedimentation rate can be estimated at 0.15 m. This will require dredging at regular intervals. The 
sediment deposited in the backwater area will be sand, which will have significant value as a construction 
material, so the value of the dredged sediment will probably exceed the costs of dredging. 

3.6 Downstream erosion 
The reservoir will interrupt the large fransport of bed material load in the river, thus the reach downstream of the 
reservoir will experience a severe sediment deficiency and be subjected to erosion. The erosion will depend on 
the composition of the material below the present riverbed Model simulations have been carried out using the 
model for graded sediment. This model covers the reach from the reservoir and approximately 25 km 
downstream. The simulated development in the riverbed profile in the downstream reach is shown in Figure 6. 

Figure 6. Simulated downmeam erosion. 



3.7 Reservoir Water Quality 
The reservoir water body undergoes biological and chemical pnxesse~, which have other  characteristic^ than the 
biologicaVchemica1 processes in the river. 

The rrservoir modelling is based on the MIKE 1 I RESERVOIR model complex. The model set-up Utilises the 
topographical description in the MIKE 11 set-up for the Prosna River system. The topographical dtsCription of 
the reservoir has been imported fhm a DTM (Digital Terrain Model) model with a resolution of SO by SO m 
utilising an ARCVIEW interface. As the two modelling systems are fully (and mn simultanoous~) a 
MIKE 11 solution is used m the upstream reaches from Mirlt6w to the Wielowies Klas7lorna Rcsmoh, and a 
full vertical solution is used within the reservoir area. The upmeam river model automatically provides inflow 
boundary conditions for the reservoir model. 

In order to simulate the exchange of airhater heat &er, data on wind speed and direction, air temperature, 
relative humidity and sun radiation are given as input The simulated hydrodynamic conditions m the mervoir 
form the basis for calculating the nanspon pnxesses affecting the nutrient dynamics in the reservoir and the 
resulting algae production, chlorophyll-a levels and the oxygen concentrations. Nutrient inflow to the reservoir is 
simulated by the river model. In addition estimates on direct and diffuse loading to the reservoir has been 
included. Load estimates for the river and reservoir model were found fiom Polish studies f f / ,  /8/. i'-- 

t - 
Phytoplankton carbon (pc) 

0 Phytoplankton nitrogen (PW 
0 Phytoplankton phosphorus (PP) 

Chlorophyll-a (CH) 
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Detritus nitrogen (DN) 
Detritus phosphorus (DP) 

0 inorganic nitrogen (IN) 
Inorganic phosphorus (IP) 
Dissolved oxygen (DO) 

0 Water temperature 

Figure 7 shows the simulated vertical temperature disoibution in the reservoir July 24th. In the upstream part, 
cold water enters the reservoir and tends to flow beneath the relatively wanner water at the surface. in the deeper 
pans of the reservoir this results in a temperature gradient of about 2-3°C between the bottom and the top waters. 
The simulated chlorophyll concenpations are shown in Figure 8. 
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Figure 7. Vertical tempemture distribution in the reservoir. 
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Figure 8. Venical distribution of chlorophyll-a concentrations m the reservoir. 

The vertical distribution of chlorophyll-a concentrations, shown in Figure 8, is the likely situation to occur for 
the Wielowies Reservoir. River wafer with a high concentration of numents enters the reservoir and as the flow 
velocity decreases in the reservoir, production of phytoplankton (algae) increases. The predicted levels of 
chlorophyll-a are in the range of 0.08-0.12 mgA, which means that the reservoir will be a eutrophic system. By 
evaluating the predicted chlorophyll-a concentrations and the concentrations of dead organic matter (demtus 
carbon) it is concluded that the transparency in the reservoir does not exceed !4 -1 meter during the summer 
period. 

Different scenarios each representing the identified alternatives for the reservoir size and operation have been 
simulated with the modelling system in order to predict and compare the water qualiry in the reservoir for these 
alternatives. In general all simulations carried out indicated that the reservoir water body will develop into a 
highly eutrophic lake with significant phytoplankton production during the summer period. Critical summer 
oxygen concentrations and periods of even complete oxygen depletion are foreseen in the bottom layers. 

Different scenarios with a reduced loading of organic matter and nutrients were subsequently Carried out in order 
to determine the appropriate reduction of the pollution sources upstream of the reservoir before obtaining an 
improved water quality in the reservoir. The results are shown in Figure 9 representing different load reductions. 

O J  
mm - DDIlD a m  mm 
-1 -I M 1  -9 imi 
m 

Figure 9. Time series of dissolved oxygen concentrations in the bottom water near the dam from the reduction of 
the pollution load: 50% (full line), 75% (dotted line) and 90% (stippled line). 
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In conclusion, only the scenarios including a significant (more than 50%) reduction of the pollution load to the 
reservoir system generate sufficiently positive impact for the oxygen conditions. The model shows that a 50% 
load reduction does improve the dissolved oxygen concennations m the bottom layen suficiently, whereas 
reductions of 75% or more imply that the water quality is significaDtiy improved, even close to the dam. 

3.8 River Water Quality 
The assessment of river water quality m the Proma River m the pre- and post reservoir situation has been based 
on the dynamic river model and comprised reaches of the river influenced by the operation of the reservoir- The 
zone of influence comprises upstream reaches influenced by backwater effects from the m o i r  and 
downstream reaches influenced by the quanthy and quality of water released from the reservoir. The inflow h m  
the ungauged catchment along the river has been provided via the NAM catchment model. 

The released reservoir water has a negative impact on the downstream river water quality. The model results 
indicate that the water quality in the fim 10-12 lan will be negatively affected, primarily with regard to low 
oxygen concentrations during the summer period when bottom water is released ffom the reservoir. Further 
downmeam only minor impacts on the water quality is predicted in terms of increased concentrations of 
ammonia and decreasing oxygen concentrations. 

Simulations with different upmeam load reductions to the resmoir demonstrated that the downmeam impact on 
river water quality was limited to a short reach in the order of 10 to 15 km. Further downstream the water quality 
is controlled by tributq inflows and point sowccs 
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Figure 10. Time series of dissolved oxygen concenmtion at the dam and at Olobok. The full line represents the 
concentration simulated when reducing the load 90% and the dashed line represents the present situation in the 
river without the reservoir. 

4. Conclusion 

A new watershed modelling system has been applied for analysing the environmental impacts of a planned 
reservoir in Poland. The model analysis has revealed that the reservoir is capable of fulfilling the water demands 
of the reservoir and at the same time operates well with respect to flood control. 

Only minor environmental problems with respect to groundwater are anticipated and deposition of fine 
sediments will not affect the lifetime of the reservoir. 

The study showed, however, that the reservoir will develop into a highly eutrophic system and oxygen depletion 
in the bottom layers will occur regularly during the summer period. Improvements can be made only through 
reducing the pollution load with more than 50%. 
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Abstract 

This study focuses on water flow of a 9-ha experimental irrigation site in a shallow water table area in the Tragowel Plains. 
Australia. with the aim of quantifying the processes affecting surface drainage and groundwater levels. The imgation site was 
intensively monitored to provide the required input and calibration data for modelling the physical processes. Simulation of 
flow processes. including infiltration. capillary rise, evapotranspiration, overland flow, groundwater exfiltration and ground- 
water flow into the drain, was performed using the physically-based, distributed model MIKE-SHE. The model was calibrated 
against the observed piezometric levels. drain flow and soil moisture data collected over a 19-month period. that represented 
different field conditions under seasonal changes. Model simulations were generally consislent with thc observed data. 
However, the results highlighted inadequacies of the model, particularly in representing variations in rapid flow through 
macropores that occur due to the cracking and swelling properties of the soil. Despite this deficiency, thc niodelling study 
allowed quantification of the effective flow processes and provided an insight into their implications in dcterrnining the quality 
(Le. salinity) and quantity of drain flow and groundwater levels. 0 1998 Elsevier Science B.V. All rights reserved. 

Keywords: Modelling; shallow water table; irrigation; drainage; salinity; Australia 

1. Introduction 

In Australia, deterioration of agricultural land due 
:o salinisation and water logging has resulted in farm 
xoduction losses amounting to hundreds of millions 
if dollars each year. Irrigated catchments in northern 
(ictoria have been identified as some of the farming 
egions worst affected by high groundwater levels and 
ialinity. In the development and implementation of 
nanagement practices aimed at reducing further 
legradation of land and water resources, studies into 
he impact of farming practices such as irrigation on 

groundwater levels, drain flow and salinity are 
invaluable. 

Hydrological analysis of problems associated wirh 
irrigation practices including waterlogging, drainage 
requirements and salinity have traditionally been car- 
ried out using simple analytical methods based on 
experience, e.€. Doorenbos and Pruitt (1977). as 
noted by Lohani et al. ( 1993). Recently, a few studies 
describing applications of hydrologic simulation 
models for the development of management options 
in imgated areas have been reponed. now el-Din et al. 
(1987) and Gates and Grismer (1989) presented 
hydrologic models designed to simulate the effects 

Corresponding author. 
' Resent address: Dept. of Natural Resources and Environment. 
318 Nicholson Street. Po Box 500. East Melbourne, Victoria 
002. Ausualia. 

of management practices in salinity-affected irrigated 
regions with tile drainage. Nathan and Mudgway 
( 1997) described the development of MIDASS, a 

022-1694/98/%19.00 8 1998 Elsevier Science B.V. AI1 righis reserved. . /  
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lumped parameter conceptual model for the predic- 
tion of streamflow and salt yield from irrigated catch- 
ments with high water tables. The model was 
calibrated on a gauged 465-km2 subcatchment of the 
Tragowel Plains Imgation Area in South-eastern 
Australia, and was successfully applied to the Trago- 
we1 Plains to test the impacts of a number of irrigation 
and drainage management options on downstream 
river salinity. 

Lohani et al. (1993) applied a comprehensive 
modelling approach based on the Systerne Hydrulogi- 
que Europeen-SHE (Abbott et d., 1986; Refsgaard 
et al., 1992) to simulate processes at different scales 
ranging from a small plot (single soil profile) to a 
command area (hundreds of km2) in an imgated 
area in Central India. The study focused on variations 

AUSTRALIA 

TRAGOWEL PLAINS 

in irrigation water requirements for various crops on 
the plot scale. problems of non-uniform water distri- 
bution at field scale and shonages of water supply tc 
individual fields at command scale. Funher, Singh 
et al. (1997) introduced a modelling system applied 
to a large imgation project in Central India. that com- 
bines the hydrologic simulations of the command area 
and the hydraulic simulations of the canals with the 
use of MIKE-SHE and MIKE 1 1 models, respectively. 

Focusing on physical processes at the irrigation baj 
scale, Mudgway and Nathan (1 993) also used the SHE 
in a modelling study involving a detailed investigation 
on a 9-ha irrigated site with high water tables in the 
Tragowel Plains, Australia (Fig. 1). Using part of the 
experimental data collected in an intensive field 
monitorin_g program, the SHE model was used to 

\ - 1 - 1 -  

- .-' . I 

Fig. 1. Location of the study site. 
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Fig. 2. Layout of the demonstration farm and locations of the irrigation site and instrumentation. 

identify the significant physical processes of the 
experimental site and estimate the relative salt load 
contributions from flow components that contributed 
to surface drainage, as described by Mudgway et al. 
( 1997). 

This paper continues the bay-scale investigation 
using MIKE-SHE (DHI, 1993; Refsgaard and 
Storm, 1995) for the representation of the flow pro- 
cesses of the experimental imgation site situated in a 
demonstration fann in the Tragowel Plains, Australia 
(Fig. 1 Fig. 2). In order to carry out a structured 
analysis of the hydrological processes of the irrigation 
bay, the present study used data collected over a 
19-month period. .This period represented different 
seasonal field conditions and the response of the 
study site to several rainfall and irrigation events. 0 e study findings provide an insight into the effec- 
tlve flow processes in flood imgated areas and their 
role in transporting salts to the surface drainage, and 
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thus contribute to an enhanced understanding required 
for the development of sustainable management 
approaches in imgated regions. 

2. The study site and field experiment 

The 9-ha experimental imgation site (Section 
number 7) considered in this study was located in a 
135-ha demonstration farm, near Pyramid Hill in the 
Tragowel Plains of Northern Victoria, Australia 
(Fig. 1 Fig. 2). that was typical of salt-affected im- 
gated lands in the area. The imgation site was subject 
to flood imgation, and was intensively monitored to 
obtain time series data on piezometric levels, soil 
moisture, drain flows and salinity levels. It consisted 
of eight imgation bays, strips of land (20 m wide and 
500-600m long) separated by check banks at right 
angles to the contour (Fig. 2). .--., 
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The irrigation site included all four soil classes 
found in the Tragowel Plains. These have been 
classified according to the soil salinities in the root 
zone as: A class (low salinity, e2400 m g ) ,  B class 
(medium salinity, 2400 to 4200 ma), C class (high 
salinity, 4200 to 5500mg/l), and D class (extreme 
salinity, >5500 m@). In general, pasture production 
on the A class soils was good, and non-existent on 
the D class soils. About 75% of the irrigation site 
contained annual pasture on the A and B class soils, 
which was irrigated only in spring and autumn. 
The remainder of the site was C class soils (poor 
quality pasture, about 5%), and D class soils 
holding very little vegetation. Irrigation was applied 
from the eastern end of the bays via small gates on the 
delivery channel. The imgation water had a salinity of 
approximately 300 mfl,  and shallow groundwater 
salinities varied, but were often high as 20 000 mgA. 

Climatic variables including rainfall, soil tempera- 
ture, wet and dry bulb temperature, wind-run, and 
global radiation were recorded by a continuous logger 
at a weather station at the eastern side of the farm in 
which the irrigation site was located. Surface drainage 
from the irrigation site flows into a shallow surface 
drain (0.5 m deep and 1 m wide). The water level 
adjacent to the irrigation site, and flow and salinity 
at a point downstream of the irrigation site were 
measured continuously in this surface drain. 

A shallow cut-off drain was constructed across the 
imgation site west of the A and B class soils to enable 
runoff from the A and B class soils to be monitored 
separately from the highly salinised C and D soils. 
This is referred to as the AA3 cut-off drain. The total 
discharge from the cut-off drain was monitored using 
a weir with a continuous water level gauge, and sali- 
nity was continuously monitored by a probe. Due to 
insufficient gradient towards the surface drain, a simi- 
Iar configuration could not be used to measure the 
runoff from the C and D class soils. Potential back- 
flow from the drain also excluded the use of a minimal 
head loss device such as a flume or pipe. To overcome 
this, a bank was formed across the irrigation site, and 
the ponded water was periodically pumped into the 
drain after runoff events and the volume and salinity 
were recorded. However, due to the unavailability of a 
pump, on a number of occasions water volume was 
not measured until after several events. 

Eight neutron moisture meter (NMM) access tubes 

- . 

were installed. TWO in each soil class to a depth of 1 m. 
Soil moisture was measured weekly at 10 cm depth 
increments to 60 cm and at 80 cm and 100 cm depths. 
Calibration curves for a similar soil at another 
research site were used as a basis for the calibration 
of NMM access tubes at this site. 

The soils in the study site are predominantly heavy 
clays of the Shepparton Formation. The soils are 
developed on flood plain sediments and are subject 
to significant volume and bulk density changes. 
With the loss of soil moisture during dry periods, 
large desiccation cracks develop in these clayey 
soils, which close when the soil is wetted. These 
cracks can provide macro pathways for infiltration. 
and thus reduce the potential to leach salts as the 
soil matrix flow is reduced. Salts in the soils, in parti- 
cular the dominant sodium salts, increase the magni- 
tude of volume change by interacting with the charged 
soil particle interfaces. This is particularly important 
when fresh water enters a saline soil, as that produces 
increased ionic repulsion between clay particles, and 
causes swelling and dispersion of the soil particles. 

The moisture characteristics and the hydraulic con- 
ductivity of the soil were determined in the laboratory 
using undisturbed soil cores, and the data obtained 
were reported by Mudgway and Nathan (1993). The 
soil moisture retention curves at 0.5 m depth generally 
showed higher soil moisture for the same tension than 
that at the surface or at 1.0 m. Horizontal saturated 
hydraulic conductivity was measured in the field with 
the auger hole method using the calculation described 
by Bouwer and Jackson (1974). The values obtained 
were within the range 3 x 10-’-7.8 x lod m/s in A/B 
class soils and 1.6 x 10“- 1.5 x lo-’ d s  in C/D class 
soils. 

Vertical saturated hydraulic conductivity was 
determined in the laboratory based on falling head 
and ionstant head permeameter methods using fresh 
water. After adjusting to account for the soil salinity 
as described by Mudgway and Nathan (1993). the 
values obtained were in the range 1 x 10-’-3 x 
lO-’m/s for A/B class soils and 3 x lO-’-I.l x 
10’~  m/s for C/D class soils. 

Vertical unsaturated hydraulic conductivity war 
determined in the field using the disc permeameter 
method as described in Perroux and White (1988). 
In order to exclude moisrure from macropores larger 
than an equivalent diameter of 1.5 mm, a supply 
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Fig. 3. Model representation of the irrigarion site and locations of piezometers and neutron moisture meters. 

potential of,-40 mm was used (White, 1988). The 
hydraulic conductivity values obtained were: 8 x 
10-'-1.5 x IOd m / s  for A/B class soils; and 1 x 
10-'-1.9 x 10" d s  for C/D class soils. These were 

. higher than some of the saturated hydraulic conduc- 
a .  tivity values obtained in the laboratory, suggesting 

that either the core samples used in the laboratory 
@ .re too small to intersect macropores, or the tension 

&$lied in the field was too small to exclude all the 
macropores. It can be envisaged that a significant flow 

' 

component can occur via macropores while the flow 
through the soil matrix can be very low. 

One of three transects of piezometers (3 m deep) 
used to monitor the water table levels over the 135-ha 
farm, piezometer transect B, was situated through the 
centre of the instrumented imgation site (Fig. 2). Ele- 
ven piezometers in transect B were monitored weekly, 
while three selected piezometers were monitored with 
loggers at many 3-hourly intervals. Piezometer no. 
36102, situated just east of the surface drain (Fig. 3). 
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consisted of a nest of four piezometers monitoring 
groundwater in the upper Sheppmon Formation 
clays at 3. 8 and 16 m, and a clayey sand aquifer at 
36 m . from the surface. Groundwater salinity was 
monitored twice per year. 

In addition, leaf area index measurements were 
undertaken six times during the pasture powth period 
from February to November. A reasonably good 
quality data set based on the response of the experi- 
mental site to irrigation and rainfall was obtained for 
the 19-month period from April 1991 to November 
1992. 

- 3. Conceptualisation of the prockses 

Due to the low storage capacity available in the 
unsaturated zone, shallow water tables can respond 
rapidly to rainfall or irrigation events, causing a 
highly transient flow system to occur in the near- 
stream areas (Gillham, 1984; Jayatilaka and Gillham. 
1996). In order to obtain reliable estimates of drain 
flow and the resulting salt contributions to waterways e 

in areas with shallow water tables, the surface water 
flow and the groundwater flow components of the 
transient flow system need to be accurately quantified. 

In general, hydrologic processes that influence the 
water flow and salt discharge from the irrigation site 
include: rainfall, irrigation, infiltration, evapotran- 
spiration, recharge to the water table, capillary rise 
from the water table, groundwater flow and overland 
flow. Salt contributions to the drain occur through (1) 
the overland flow of surface runoff, (2) exfilmtion- 
discharge of groundwater through the seepage face 
adjacent to the drain. and (3) base flow-direct dis- 
charge of groundwater into the drain, shown schema- 
tically in Fig. 4. 

The relative significance of the processes in deter- 
mining drain flow and salt loads varies according to 
the effective climatic factors and the geologic and 
topographic characteristics of the irrigation site. Dur- 
ing summer, because of low rainfall and high evapora- 
tion, the water table is usually at its lowest level. Ar 
the supply channel end of the site, the water table can 
be below the height of the capillary fringe of the soil 
material, whereas towards the drain, the capillary 

ll h k a g e  between aquifers 

Fig. 4. Schematic of the conceptualised flow and salt discharge processes. 
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ringe extends up to the ground surface. In effect, 0- illary up flow may continue over summer periods 
m the area of the irrigation site towards the drain. 
Capillary rise will increase the salinity in the root 
zone and on the soil surface as water is lost through 
evapotranspiration. Major summer storms may occa- 
sionally cause overland runoff, but in most cases rain- 
fall will infiltrate. Large desiccation cracks that exist 
in the soil zone over summer periods allow rapid 
access of excess rain to the groundwater zone. Only 
irrigation applications or prolonged high intensity 
rains will cause overland flow to the drain. In the 
autumn, as the evaporative demand decreases, both 
irrigation applications and rainfall can cause signifi- 
cant overland Aow, and such events may produce 
large and rapid water table rises. The rise in water 
table elevation will increase the potential for exfiltra- 
tion in the area adjacent to the drain and direct 
groundwater seepage to the drain. As the groundwater 
is high in salt concentration, this will cause an 
increased discharge of salts to the drain. During the 
initial phase of irrigation, large quantities of salts that 
have accumulated at the surface during periods 

Tween rainfall or irrigation events will be trans- 
,.,drted to the drain by overland flow. After the initial 
'wash off ,  however, the salt concentration of surface 
runoff reaching the drain will be generally very low, 
unless the saline groundwater rises to the surface 
allowing transfer of salts to the surface runoff. 

The hydrologic processes of the flow system that 
results in response to imgation or rainfall can be 
considered to be superimposed on the prevailing 
groundwater flow system. The piezometric levels 
indicate that in the local flow system of the shallow 
aquifer, groundwater flows east to west from the sup- 
ply channel end towards the drain end of the irrigation 
site. 

During high-intensity rainfall or imgation events, 
the low infiltration capacity of clayey soils can cause 
overland flow over the A/B class soils contributing to 
the AD3 cut-off drain. During these periods, the soil 
profile near the surface can become saturated, but soil 
moisture depletes soon afterwards due to high eva- 
poration demand. Very low soil moisture levels in 
the upper part of the soil profile are observed particu- 

dy  during the period from January to April (i.e. late 
,mmer  and early autumn). A proportion of rainfall or 
irrigation water is expected to reach the water table 

directly via the desiccation cracks without wetting the 
soil matrix during dry periods. 

In the C/D soils, rainfall in excess of infiltration is 
expected to flow overland to the C/D drain. In this part 
of the irrigation site, the water table can rise to the 
surface in response to rainfall. and this will enhance 
saturation-excess overland flow generation. Exfiltra- 
tion of groundwater through the seepage face adjacent 
to the drain, and the discharge of groundwater directly 
to the drain, form other components of the drain flow. 
These flow components provide important pathways 
for transporting salts to the drain. 

4. Model set-up and calibration . -. 
- 

4. I .  The numerical model 

The integrated catchment modelling system MIKE- 
SHE (DHI, 1993; Refsgaard and Stom, 1995) has 
been adopted for this study. MIKE-SHE is a compre- 
hensive, deterministic, physically-based, disuibuted 
modeIling system for the simulation of hydrological 
processes of the land phase of the hydrological cycle. 
In the model. catchment characteristics and input data 
are represented in a network of grid squares, and the 
governing equations are solved using finite difference 
methods. MIKE-SHE has previously been used for 
studies in imgated areas, e.g. S t o m  and Punthakey 
(1995). Singh et al. (1997). 

The water flow module in MIKE-SHE is the basic 
module of the entire modelling system. It simulates 
processes of the land phase of the hydrological cycle 
including interception, evapotranspiration, flow in the 
unsaturated and saturated zones, water storage, over- 
land and channeltflow and exchange between aquifers 
and rivers. Descriptions of the model representation of 
the water flow processes of the study site are given in 
Mudgway et al. (1997). The model can be used to 
describe the water movement in the study area in 
general, but it has limitations particularly regarding 
the representation of rapid flow via macropores (e.g. 
desiccation cracks) in the soil zone. The model allows 
for an empirical representation of rapid flow through 
the cracks, but does not adequately represent the 
changing conditions in cracking and swelling soils. 
The equation used in MIKE-SHE allowed a fixed frac- 
tion of net rainfall or imgation to reach the water table 
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as bypass flow. The model did not allow changes in 
bypass flow in a manner that would be consistent with 
the cracking and swelling properties of the soils in the 
study area. 

4.2. Model conceptualisation 

Representation of the irrigation site in MIKE-SHE 
is shown in Fig. 3. Particularly when modelling small 
areas such as the irrigation site considered in this 
study, it is important to accurately define boundary 
conditions for the groundwater system. Since the 
local groundwater flow direction is from east to 
west, northern and southern boundaries that are 
parallel to the flow lines were assigned no-flow type 
boundaries. At the eastern and western boundaries, 
time-varying head boundary conditions were 
assigned. The depth of the irrigation site was taken 
as 16 m, and an impermeable boundary condition was 
assumed at the bottom of the site. 

The eastern time-varying boundary (upslope end) 
was described by the piezometer no. 36443. This 
piezometer was not influenced by the imgation appli- 
cations, and therefore, it is most representative of the 
groundwater conditions east of the study area. To 
reduce the direct effect of the imposed head variations 
in the eastern end, the time-varying head boundary 
was imposed on Column 33 of the model (Fig. 3), 
which is located east of the farm supply channel. 
The area between this boundary and the farm supply 
channel (see also Fig. 2) was assumed to have no 
rainfall. Piezometer no. 36105 was assumed to repre- 
sent the time-varying boundary condition at the wes- 
tern (downslope) end. Because groundwater levels for 
the piezometer no. 36443, east of the irrigation site, 
were not available for the early part of the modelling 
period, levels from the piezometer no. 36105 cor- 
rected for the mean level difference between the two 
piezometers (60 cm) were used to complete the data 
for the boundary condition at the eastern or upslope 
end. 

The modelled area was discretised into 20 x 20 m 
square grid cells, each row representing one of the 
eight imgation bays. The model represented the A 5  
cut-off drain between Columns 9 and 10, and the C/D 
(imaginary) drain to the west of Column 3 (Fig. 3). 
The community drain was not included in the model 
because it would have been difficult to represent both 

the community drain and C/D drain correctly and at 
the same time impose a time-varying head b o u n d q  
in Column 2. The irrigation was applied as additional 
rainfall in all grid cells between the A/B drain and the 
farm supply channel according to the specified fre- 
quency and rates for individual bays (Fig. 3). 

The spatial resolution of 2 0 m  in the horizontal 
directions resulted in 240 internal grid cells. The ver- 
tical resolution varied with depth. In the unsaturated 
zone, 1 cm distance between the topmost nodes and 
5 c m  distance between the subsequent three nodes 
were used. The distance between the rest of the 
nodes were 10 cm. A fine nodal resolution at the sur- 
face was required to facilitate modelling of the over- 
land flow generation. The groundwater flow was 
represented as a 2-D flow system in an unconfined 
aquifer of 16 m depth. 

In the area upslope of the A/B cut-off drain, the soil 
was described by four soil layers with change of 
properties at 1, 46 and 86 cm depths. In C/D class 
soils, two soil layers were considered with change 
of properties at 35 cm depth. 

4.3. Calibration procedure 

Mudgway et a]. (1997) calibrated the SHE model of 
the imgation site over the period from June to Sep- 
tember in 199 1. The present study utilised the entire 
data set collected over the 19-month period i.e. from 
April 1991 to November 1992. This period included 
the response of the imgation site under a number of 
imgation events and different seasonal field condi- 
tions. Data available were not sufficient to undertake 
an independent validation process. The use of the 
entire data set for calibration allowed a parameter set 
to be calibrated that was considered applicable under 
changing field conditions at the study site. 

Initial groundwater levels were assigned based on 
the piezometric levels measured on the 19 April 1991. 
The model parameters that describe soil characteris- 
tics were initially estimated using the measured data 
given in Mudgway and Nathan (1993). and were sub- 
sequently modified during calibration. Parameter 
values left constant during the calibration procedure 
included: 

0 detention storage of 5 mm, assumed to repre- 
sent microvariations on the ground surface 
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that could not be described by the 20-m 

0 roughness coefficient (10 m''/s) used in 
modelling overland flow, vegetation and 
drain characteristics, estimated from the data 
given in Mudgway and Nathan (1993) 
the bypass fraction that represents flow 
through desiccation cracks, assumed as 508 
of the net rainfall or irrigation application. 

e model grid resolution 

A qualitative comparison of the spatial and tem- 
poral variations between the simulated variables and 
the observed data was used in the calibration process. 
Initially the calibration process was aimed at obtain- 
ing an acceptable match between the observed and 
simulated drain flows, as well as a good match with 
groundwater levels at piezometric locations. 

In preliminary calibration, the observed soil moist- 
ure data at various locations within the irrigation site 
were not used, and the calibration was achieved in 
terms of groundwater levels and drain flows. Subse- 
quently, a comparison of soil moisture data revealed a 
considerable disagreement, in particular during the 

mmer period when there were soil moisture 
aecreases due to the high evapotranspiration demand. 
The reason for the apparently good match of the 
groundwater levels can be explained by: (1) even 
though the soil moisture was simulated incorrectly, 
the flow in the unsaturated zone was reasonably cor- 
rect, particularly near the ground surface; (2) as the 
modelled area was small, the groundwater levels were 
dominated by the imposed time-varying head bound- 
ary conditions. The pattern of the recharge may be of 
sFcondary significance compared with the influence of 
the assumed boundary conditions. This highlights the 
finding that an acceptable agreement between certain 
measured and simulated variables does not necessa- 
rily guarantee that other variables are matching, and it 
is important to check the status of the other variables. 
The calibration was subsequently repeated, compar- 
ing soil moisture levels at different depths at several 
locations. 

In the calibration process, qualitative comparisons 
between the observed and predicted drain flows 
appeared to be more appropriate rather than the use 

numerical criteria. The latter would not have pro- 
vided a correct interpretation of the results because of 
the monitoring technique used for the C D  drain, and 

the problems encountered in simulating some events 
in the A/B drain early in the calibration period which 
overshadow the comparison with the other events. 
The flow in the A B  drain was dominated by surface 
flow, and therefore it was largely determined by the 
proportion of the rainfall or imgation water that runs 
off as excess water. The most influential parameter in 
this respect was the vertical unsaturated hydraulic 
conductivity function used in MIKE-SHE that deter- 
mines the infiltation capacity of the soil. 

In the calibration of groundwater levels. the satu- 
rated horizontal hydraulic conductivity of the aquifer 
was shown to be the most important parameter. 
Although it should be emphasised that the b o u n w  
conditions have a pronounced impact on the simulated 
heads, the conductivity determines the gradient along 
the irrigation bays and the response in the ground- 
water head to temporal variations in groundwater 
recharge and capillary rise. 

Table I include hydraulic conductivity values of 
the calibrated model. MIKE SHE uses a simple expo- 
nential function relating the unsaturated hydraulic 
conductivity to the soil moisture retention character- 
istics and the saturated vertical hydraulic conductiv- 
ity, developed by Brooks and Corey (1964). The 
exponent (n) used in this function and the vertical 
saturated hydraulic conductivity (Kvmr) valued used 
in the calibrated model are given in Table l(a). The 
horizontal saturated hydraulic conductivity values 
(Khsal) are listed in Table l(b). 

.. 

Table 1 
(a) Calibrated model parameters: venical saturated hydraulic con- 
ductivity. (b) Calibrated model parameters: Horizontal satumted 
hydraulic conductivity 

(a) 
Soil type Depth fcm) K,, ( d s )  Exponent R 

AJB 0- 1 1 x IO4 10 
AIB 2-46 4 x  IO4 10 
AJB 46-86 2 x lo-* 9 
AJB > 86 1 x IO-' 7 
CID 0-35 2~ IO-' 7 
CfD > 3s 1 x IO-' 5 
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It is apparent that the KbI values of the calibrated 
model are greater than the measured data given in 
Section 2, whereas calibrated K,,, values are less 
than the measured values reported in Section 2. Plau- 
sible explanations for these differences include the 
effects of the use of a fixed bypass fraction. This 
allowed high macropore flow in wet conditions even 
when the cracks would close, requiring a greater 
transmissivity of the aquifer (thus greater Kh,) to be 
used in the model in order to transmit accessions to 
groundwater. On the other hand, lower K,,, would 
indicate the requirement for reduced matrix flow, 
compensating for the excessive flow through macro- 
pores to some extent. Other factors that may have 
contributed for the above mentioned differences are 
discussed in Section 5 . 

5. Results and discussion 

The modelling results presented in this paper span a 
19-month period. This period represented different 
seasonal conditions encountered at the study site and 
the response of the imgation site to several rainfall 
and imgation events. Fig. 5 shows the simulated and 
observed piezometric levels at several locations of the 
irrigation site. A good agreement was obtained 
between the observed and simulated water levels for 
all piezometers. Table 2 illustrates this by presenting 
percentages of differences between observed and 
simulated groundwater levels being less than given 
thresholds (e.g. at Piezometer b36439, 14% of the 
results showed a head difference less than 2cm). 
Table 2 also presents the correlation coefficients for 
the comparisons of observed and simulated ground- 

Table 2 
Comparisons of observed and simulated groundwater levels 

water levels. The simulated groundwater heads were 
mostly within 10-20 cm of the observed value at all 
locations, and about 3 3 8  of all comparisons had a 
head difference within 5 cm. The simulated water 
levels were partly determined by the time-varying 
head boundaries, particularly in the areas closer to 
the eastern and western ends of the imgated site. 
The match obtained needs to be viewed with con- 
sideration of the influence due to the boundary 
conditions. 

The simulated results indicate that the model did 
not predict a correct response of the imgation site for 
imgation events in March 1992. This is attributed to 
the inability of the model to simulate time-varying 
bypass flow through desiccation cracks. A model 
run was carried out with an increased bypass fraction 
(85%), which improved the March 1992 response sig- 
nificantly, as illustrated in Fig. 6. The cracking and 
swelling conditions of the soil vary according to the 
soil moisture and salinity levels, and therefore the 
bypass fraction should also be able to vary to be con- 
sistent with the prevailing conditions. 

Fig. 7 shows simulated water table profile of the 
imgated site and measured water table elevations 
before and after an imgation event in October 1991. 
The simulated results agree well with the measure- 
ments. The response of the water table to imgation 
in the cells east of the A/B cutoff drain which were 
flooded during the irrigation event are clearly shown. 

Comparisons between the measured and simulated 
A/B drain flow for the entire modelling period are 
included in Fig. 8(a), together with the observed salt 
load and rainfalvirrigation data. Except for the early 
part of the simulation period (April-July 1991), the 
model was able to simulate the timing and the volume 

Piezometer Percentage of results with abs (observed head-simulated head) Correlation 
coefficient 

< 2cm C 5crn IOcm e 20cm < 40cm R**2 

b36439 14 
b36 136 9 
b36 1 35 16 
b36 I 34 17 
b36 IO4 I 1  
b36 103 5 

26 47 
18 42 
38 60 
32 61 
33 63 
29 88 

85 98 0.86 1 
78 98 0.803 
87 100 0.822 
87 6 99 0,816 
94 98 0.887 
96 98 0.924 



118 C.J. Jaymilakn et aUJoumal of Hydrology 208 (1998) 1W130 

E8.0 
87.41 

e 

Observed . . .  
- (3.6) 

. . .  Observed - (5.6) 

. . .  Observed - ( 7.6) 

. . .  Observed - (12.6) 

. .  , 

Fig 5. Observed (dots) and simulated (line) groundwater levels at different (Column. Row) locations. 
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'Fig. 6. Effect of the bypass fraction on simulated groundwater levels. 

of flow in the A/B cut-off drain. A discrepancy result- 
ing from the underestimation of the drain flow by the 
model at the beginning of the simulations is clearly 
visible from the accumulated A/B drain flow. A plau- 
sible explanation is that drier initial conditions were 
assumed by the model than existed in the field, and 
this led to an underestimation of drain flow during the 
early part of the simulation. Examination of variations 
in the moisture content in the unsaturated zone sug- 
gest that the discrepancy cannot be explained by dry 

soil moisture conditions alone, and an underesrima 
tion of the rainfall input may have coritribuced tc 
low flow estimation. 

The simulated NB drain flow, whim refiecis shol 
term high-intensity imgation event$, was iargel: 
derived from overland flow. Fig. 6(a) reveas tn: 
effects of bypass flow through deslcsacon cr2cks GI 
the runoff during March 1992, when uie aoaa over 
estimated the A/B drain flow The xape  of wt 
observed flow hydrograph for the AL ~ r m  scchrrr, 
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1.7. Measured and simulated water table profile (a) before and (b) after an irrigation application in October 1991 (Row 6: Columns 9 to 30). 

that the surface flow in this part of irrigated site was 
generated from the Hortonian-type overland flow and 
to a minor degree from the subsurface flow due to the 
rising groundwater. In fact, the water table rose to the 
level of the A/B drain only during the wet winter 
periods when the evapotranspiration demand was 
low and prolonged low-intensity rainfall infiltrated 
into the soil. Simulated and observed A/B drain flow 
from August to October in the years 1991 and 1992 
are given in Fig. 8(b). The simulated flows for these 
two seasons agree reasonably well with the observed 
flows. Salt loads in the A/B drain mainly occurred 
during these two seasons (Fig. 8(a)), and these and 
the other salt load observations in April generally 
correlate well with some of the predicted runoff 
events. However, it is not clear why salt loads were 
not observed in the drain during the other predicted, as 
well as measured, runoff events that had potential for 

. S d ~ ~ ? ~ ~ w s  comparisons of the measured and 
mulated C/D drain flow, observed salt load and rain- 

falVirrigation data. The simulated flow to the C/D 

drain was generated mainly from the subsurface 
flow caused by groundwater mounding to the east of 
the C/D drain. Therefore, the drain flow hydrograph of 
the C/D drain shows a dower responding shape com- 
pared to that of the A/B drain (Fig. 8(a)). Since no 
irrigation took place between the A/B and the C/D 
drains, very little overland flow occurred in that part 
of the site. It should be noted that C/D drain flow was 
only sampled periodically, and therefore a direct com- 
parison between the measured and simulated results 
can not be made. Nevertheless, some of the predicted 
events correspond well with the observed flows and 
occurrence of salt loads in the drain. 

Fig. 10 and Fig. 11 illustrate comparisons between 
the simulated and the observed relative saturation of 
the soil for seven depths at two locations, (Row 4, 
Column 21) within the A/B class soils and (Row 4, 
Column 7) in the C/D class soils. The soil moisture 
ieveis vary within the same soil class depending on 
the location, and the selected cells present a reason- 
able representation of the conditions within the soil 
classes. The soil moisture losses during the dry season 
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Fiv. S. fh) Measured and simulated drain flow from August lo October in 1991 and 1992 in Drain A/B. 
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Fig. 10. Observed (dots) and simulated (line) relative saturation of soils ai different depths from the surface--AIB class soil (Row 4; Column 
21). 

were more pronounced in the A B  class soils (Fig. 10) 
than in the C/D class soils (Fig. 1 l ) ,  particularly in the 
top part of the profile where a high percentage of roots 
were present. With increasing depth, the soil moisture 
loss is moderated by the influence of the capillary rise. 0 ' t shallow depths in A B  class soils, the large 

,crease in soil moisture levels indicates that the 
capillary rise was small compared with the loss of 

soil moisture due to evapotranspiration. The relatively 
higher capillary rise in C/D class soils, which was 
facilitated by the shallower water table, resulted in 
moderating the soil moisture deficit during dry spells. 
The model overestimated the soil moisture loss at shal- 
low depths of the C/D class soils. Apart from that, the 
model was able to simulate the relative saturation of the 
soils and its variations reasonably well. 
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Fig. 11. Observed (dots) and simulated (line) relative saturation of soils at different dephs from the surface-C/D class soil (Row 4.  
Column 7). 

In general, the conceptual processes of the imga- 
tion site were well represented by the model. The 
main difficulty encountered was the description of 
the soil cracking process and its influence on ground- 
water levels and flow processes. Fig. 12 shows the 
water balance for the imgation site over the entire 
modelling period. It is imponant to note that the 
whole 19-month period was considered here rather 

. 

0 

than a one-year cycle. The modelling results show 
that inputs to the system, net groundwater infloB 
and rainfall and imgation, equal the summation of 
outflows, evapotranspiration, subsurface flow, surface 
runoff, and the storage changes in the unsaturated anc 
saturated soil zones (dS,,, dS,J. The groundwater 
flow into the irrigation site via the time-varying 
head boundary at the eastern end was nearly twice 

Best Available 
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Fig. It. Water balance for the imgation site over the enrire modelling period. 

as much as the calculated net groundwater input 
shown in Fig. 12. This represents a significant com- 
ponent of the total input to the system, and highlights 
the influence of the boundary conditions on small 
modelling areas such as that considered in this study. 

The results indicate that the evapotranspiration 
demand exceeds the rainfalyirrigation input causing 
a net capillary rise facilitated by the shallow water 
table conditions, as well as decreases in soil water a )rages over the simulation period. It is imponant 
r3 note that the water balance figures show a signifi- 
cant variation during the simulation period, with net 
recharge to the groundwater during rainfall and irriga- 
tion events and high capillary rise during dry con- 
ditions. The capillary rise over the modelling period 
was greater in magnitude than the subsurface flow 
component, and it represents an important process 
associated with flow systems that occur in shallow 
water table conditions in imgation areas. 

5.1. Relative flow contributions 

The relative flow contributions from the individual 
flow processes contributing to drains are given in 
Table 3. The dominating flow component to the A/B 
drain was surface runoff (overland flow), whereas 
exfiltration (discharge of subsurface water through 
the seepage face adjacent to the drain) dominated 
flow to the C/D drain. The larger surface runoff con- 
tributions to the AA drain (96%) compared with that 
of the C/D drain (3%) resulted from the imgation 
?plied over the AfB class soils. This overland flow 

Jf water can entrain the salts concentrated at the sur- 
face and provide a means to discharge salts to the 

a 
*\ 

drain, particularly at the stan of the irrigation event. 
Continued salt discharge to the A/B drain via this flow 
component is unlikely, as the water table was at or 
near the surface only during limited time periods in 
the A/B soil area, providing less opportunity for the 
transfer of salt from the highly saline.groundwater to 
the surface runoff. Although the overland runoff con- 
tributing to the C/D drain was small, as it was gener- 
ated from saturation-excess runoff, continued salt 
discharge can occur via this flow component due to: 
(1) the transfer of salt from the saline groundwater 
that had risen to the surface, and (2) entrainment of 
salts brought to the surface via capillary rise in this 
part of the imgation site, where the water table was at 
a shallower depth. 

The base flow contribution to the drains depends on 
the head difference between the drain water level and 
the water table elevation, and this was small even 
when the groundwater had risen to the surface near 
the drains. In the C/D soil area, available storage 
space in the unsaturated zone was small and this 
allowed the water table to rise to the ground surface 

, - 

J 

Table 3 
The relative flow contributions to drains 

~ ~~ ~ 

Drain n o w  contributions 
~~ ~ ~ 

A/B drain Overland Row 96% 
Groundwater exfiltration 0% 
Base flow 4% 

C/D drain Overland flow 3% 
Groundwater exfiltration 89% 
Baseflow 8% 
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over relatively longer time periods than in the A/B 
soil area. The effect of this is demonstrated by the 
relatively large base flow component to the C/D 
drain (8%) compared with that of the N B  drain 
(4%). Although the base flow component (direct dis- 
charge of groundwater to the drain) is small, it can 
cause a significant salt contribution to the drain 
because the groundwater salinities are often as high 
as 20000 m a .  

Groundwater exfiltration is another major avenue 
for the release of salts of the highly saline ground- 
water to the surface waterways. Exfiltration was a 
significant flow component (89%) contributing to 
the C/D drain. It is consistent with the longer time 
periods with saline groundwater at or near the surface 
in the area adjacent to the C/D drain than was the case 
in the area close to the A B  drain where there was no 
significant exfiluation. 

The combined effect of the exfiltration and base 
flow components, which provide important pathways 
for salt discharge to the drain, is displayed by the 
larger salt loads observed in the C/D drain compared 
with that of the A B  drain (Fig. 8(a) and 9). The over- 
land flow which dominated the A/B drain was not as 
effective as exfiltration and baseflow in transponing 
salts, as indicated by the relatively low salt loads 
observed in the A/B drain. 

The results highlight the importance of quantifying 
the flow components of the drain flow accurately, 
which is an important precondition for providing reli- 
able predictions of drain salinity levels in evaluating 
effects of different management options. The results 
also demonstrate the effects of flow processes that can 
become effective in flood irrigated areas with shallow 
water table conditions and their role in transporting 
salt to waterways. Exfiltration and baseflow compo- 
nents, which are relatively more effective in transport- 
ing salts to drains, can occur in the area adjacent to the 
drain. Such areas within an imgation bay increase 
with decreasing depth to the water table. In addition, 
high water table conditions enhance the generation of 
saturation-excess runoff which can increase the dis- 
charge of salts to the drain. The results of this study 
show the importance of lowering the water tables in 
irrigated areas and the need for farm planning pro- 
cesses which can help reduce the potential for the 
salty groundwater to interact with the surface water 
systems and discharge into waterways. 

@ 
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! 
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5.2. Factors affecting simulations 

Factors that have influenced the accuracy of mode! 
simulations include the model structure and the suit- 
ability of the spatial and temporal scales to represenr 
the dynamic physical processes, and the degree tc 
which the model parameters were representative 01 
the physical conditions. It became evident that the 
use of a constant bypass fraction of 508 in the 
model to represent rapid flow through macropores 
has considerably influenced the simulated results. 
This is important in the calculations of excess-runoff 
generation, surface ponding depths and extents, and 
infiltration rates. In addition, bypass flow to ground- 
water affects piezometric levels, and the extent of 
saturation in the subsurface zone, which in turn influ- 
ence the exfiluation and surface runoff generation b> 
saturation-excess. A bypass routine which can vaq 
consistently with the cracking and swelling behaviour 
of the soil is required for more accurate modelling 
results. This is clearly evident in the model result! 
presented (e.g Fig. 6). 

In the process of calibration, model parameters 
such as hydraulic conductivity values were adjustec 
to obtain the required results. A considerable range 
was evident in measured values of these parameters 
This introduces an uncertainty in the validity of value$ 
assigned to a particular grid cell, the size of which it 
determined by the adopted scales. Some of the 
parameter values used in the calibrated model werc 
outside the observed range. It is not clear to wha 
degree the parameters used in the model represen 
the physical conditions. 

Several factors contribute to the requirement fo 
parameter adjustment. It can be envisaged that tht 
model limitation of a constant bypass fraction con 
siderably influenced the model parameters that repre 
sented soil characteristics. In addition, concern: 
raised by several authors regarding application o 
the physically-based, distributed models in field situa 
tions (e.g. Beven, 1989; Grayson et al., 1992; Graysol 
and Nathan, 1993) may have implications with respec 
to the changes required in model parameter value: 
For example, it has been argued that these model 
employ physically-based equations derived for smal 
spatial scales, at spatial scales several orders of mag 
nitude greater (Hughes and Sami, 1994). As it is no 
practically possible to estimate the model parameter 
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the required grid element scale, field appIications 0 n enforce models to be used with a degree of 
empiricism. It is not clear how the equations used can 
describe the complex, three-dimensional, spatially het- 
erogeneous and time varying system in the real field 
situations. Thus, the adjustments needed for model 
parameters to obtain the presented results may, at 
least in part, reflect the effects of these uncertainties. 

Other factors with influence on the accuracy of 
simulations and the applicability of the results to 
field conditions include: leakage from the supply 
channel, influence of the community drain, modelling 
irrigation applications and the experimental set-up of 
the irrigation bay. Leakage from the supply channel or 
from the drain was not represented in the model as it is 
not significant in this field situation. The supply chan- 
nel was not lined; however, clayey soils in this field 
situation and siltation over long periods of time would 
not allow any significant flow through the channel bed 
or banks. The community drain only flows during and 
just after imgation events, and would not have sig- 
nificant impact on the water table elevation within the 
rigation bay. The imgation applications are concep- 

'ly simulated as additional rainfall input over the 
L L r e  imgation bay. Although this may not represent 
in detail the field situation during flood irrigation, the 
model treatment of irrigation applications is not con- 
sidered to introduce significant error as the irrigation 
water would reach the drain end of the bay within a 
reasonably short time after the initiation of the event. 

A standard imgation bay set-up is different from 
the experimental imgation site considered in this 
study in which the imgation excess was collected 
by the ( A B )  cut-off drain. Without the cut-off 
drain, the excess runoff from irrigation would flow 
over the C/D soils, allowing prolonged surface pond- 
ing in this area. In effect, generation of saturation- 
excess runoff wouId be enhanced providing a greater 
oppommity for the transfer of salts from the saline 
groundwater to surface runoff. This would increase 
the salt discharge to the drain, as confirmed by Mudg- 
way et al. (1997) using simulations with the cut-off 
drain removed. 

0 qummary and conclusions 

The MIKE-SHE modelling study described in this 

@ 

paper attempted to quantify the effective flow pro- 
cesses contributing to surface drains of the 9-ha 
experimental set-up in the Tragowel Plains, Australia. 
The model calibration involved expenmental data 
collected over a 19-month period. The data set 
included information on the response of the imgation 
site to several rainfall and irrigation events under dif- 
ferent seasonal conditions. The model parameter set 
derived through the calibration process was con- 
sidered to be applicable under the varying field con- 
ditions at the study site. The model output provided 
spatial and temporal variations of variables including: 
water table elevation, drain flows and soil moisture 
levels. 

The calibration was initially performed by compar- 
ing groundwater levels and drain flows. The model 
output was found to agree with the observed piezo- 
metric levels and drain flow measurements. However, 
the simulated soil moisture levels did not agree with 
the field data. The calibration process manifested that 
an agreement between certain type(s) of simulated 
variables and observed data does not necessarily gudr- 
antee a good match between other types of variables 
and observed data. The calibration was subsequently 
completed including soil moisture comparisons. 

In general, modelling results were in reasonable 
agreement with the observed data, providing evidence 
on the ability of MIKE-SHE to handle the conceptua- 
lised processes of the physical system. The results also 
illustrated the need for the model to better represent 
the transient effects of the cracking and swelling 
properties of the soils in the study area. 

The predicted groundwater levels agreed well with 
the observed data. The influence of the time-varying 
head boundaries at both ends of the site on the 
modelled water levels was identified as an important 
factor that needs to be considered when analysing the 
modelled results. The simulated relative saturation of 
the soil was in reasonable agreement with the field 
measurements. The effects of the roots of pasture, 
and the shallow depth to the water table were evident 
when comparing the wetting and drying of the soil 
profile in the two different soil classes. 

The water balance calculations over the entire 
modelling period indicated the relative importance 
of different flow processes. The impact of the time- 
varying head boundary condition which allowed 
significant inflow into the imgation site, and the 
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importance of the capillary rise in shallow water table 
conditions were evident from the results. 

The model was able to reproduce drain flows in 
reasonable agreement with the observed data. How- 
ever, some discrepancy was apparent between the 
measured and simulated flows, particularly with 
respect to the A/B drain in the early part of the simu- 
lation period. The modelling results showed that flow 
to the A/B cut-off drain was mainly generated by the 
Hortonian-type overland flow resulting from shon- 
term high-intensity rainfall or irrigation events. By 
contrast, C/D drain flow was mainly generated from 
the exfiltration of subsurface water. Groundwater dis- 
charge through the base flow component to both 
drains were small due to the small head difference 
between the drain water level and the water table. 

Salt discharge to the A/B cut-off drain mainly 
occurs due to the washoff of salt concentrated on 
the surface by the overland flow. This is considered 
to be small compared to the transport of salt to the C/D 
drain via the exfiltration of saline groundwater and 
base flow that allows direct discharge of groundwater 
into the drain. The observed salt loads in the drains 
confirmed this, and highlighted the importance in 
accurately quantifying the flow components contri- 
buting to drains as a precondition for reliable predic- 
tion of drain flow salt loads under different 
management scenarios. 

It was noted that in a standard imgation bay with- 
out a cut-off drain, enhanced generation of saturation- 
excess runoff would increase the discharge of salts to 
the drain, due to the increased opportunity for the 
transfer of salts from saline groundwater to surface 
runoff. 

This study demonstrated the effects of flow pro- 
cesses that can occur in flood imgated areas with 
shallow water table conditions and their role in trans- 
porting salt to waterways. The study results showed 
that the exfiltration and baseflow components, which 
are relatively more effective in transporting salts to 
drains, can occur within the irrigation bay in the area 
adjacent to the drain. Shallower water table conditions 
can increase the area of the bay in which these pro- 
cesses can become effective. In addition, such condi- 
tions would enhance generation of saturation-excess 
runoff which can increase the discharge of salts to the 
drain. This highlights the impocance of lowering 
water tables in imgated areas and the need for the 

development of practices which can reduce the poten- 
tial for the salty groundwater to interact with surface 
waters and discharge into waterways. It is imponant 
that the areas of imgation bays with very shallow 
water tables are minimised through the adoption of 
appropriate farm planning processes. 

Several factors associated with MIKE-SHE. and 
also generally with the physically-based, distributed 
models, have implications on the accuracy of the 
simulated results. These include: inadequacy of the 
model to represent the complex behaviour of the phy- 
sical system, suitability of the adopted spatial and 
temporal scales to represent the dynamic flow pro- 
cesses, and the degree to which the model parameter 
values are representative of the physical conditions. 
Despite these uncertainties, this modelling study has 
provided an insight into the effective flow processes 
of the imgation site and their implications in deter- 
mining the quality (Le. salinity) and quantity of drain 
flow. 
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Evaluation of a S tepwise Procedure for Comparative 
Validation of Pesticide Leaching Models , 

Mette Thoisen,* Peter R. Jgrgensen, Gitte Felding. Ole H. Jacobsen, Niels H. Spliid, and Jens Christian Refsgaard 

ABSTRACT 
Four pesticide leaching model codes (PELMO, PESTLA. 

MACRO. and MIKE SHE) were evaluated and compared through 
a rigorous validation procedure combined with the application of 
statistical evaluation criteria. The validation procedure followed a 
strict stepwise approach based on suggestions put forward by a Euro- 
pean work group on regulator?: use of pesticide models (FOCUS). 
The experimental background comprised two different types of data 
sets. A laboratory and Beld lysimeter experiment were conducted on 
a Danish macroporom sandy loam SOL The aim of the study wps to 
evaluate whether a priori model calibration on controlled lobantory 
data could improve the physical description of the now and solute 
transporl in the soil and hence the performance of ancalibrated models 
for predictions of field lysimeler data. Tbe validation procedure 
proved to be valuable in terms of ensuring process-based evaluation 
of model performances and consistent model comparisons Controlled 
loboratory experiments and lysimeter experiments consistently 
showed very significant influence of preferential now on water and 
solute :ransport. Modd codes indudinp a description of preferenfa 
now proctsses (MACRO and MIKE SHE) required less calibration 
efforis to meet the selected performance criteria on the investigated 
soil type than those without such description (PELMO and PESTLA). 

ECEM findings of pesticides in drinking water wells. R streams, and shallow groundwater worldwide 
(Fielding, 1991; U.S. Environmental Protection Agency. 
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1990, 1992: Legrand et al.. 1992; GEUS, 1995) have 
focused on the methods and assumptions used for pesti- 
cide registration. The registration.procedure addressing 
the risk of groundwater Contamination employed by 
national authorities is often based on the determination 
of pesticide mobility in soils using adsorption and degra- 
dation characteristics derived from laboratory and ly- 
simeter/fieId tests. If the active ingredient ( a i )  follow- 
ing a laboratory test leaches in quantities exceeding 
a certain amount. supplementary evaluations must be 
conducted to assess the mobility under more natural 
conditions through lysimeter or field tests. Such tests 
are expensive and time consuming and only describe a 
limited range of climate, soil type. and crop conditions. 
A way of taking this aspect into account in the registra- 
tion procedure would be to use dynamic numerical mod- 
els describing pesticide leaching. The major benefit of 
models is their potential ability to take into account the 
variation in time and space under a more diverse range 
of conditions than can usually be produced in laboratory 
or field experiments. 

At present only few countries use simulation models 
in registration procedures (i.e.. the USA. the Nether- 
lands. and Germany). However, European Union (EU). 
legislative initiatives will oblige member states to use 
suirabfe calculation models vuliduied at Community 
level in the future (EC directive 911414. Annex VI 941 
43). At present no such validated models exist and the 
directive itself provides no guidelines for appropriate 
model selection, validation. or application. As a result. 
several workgroups under the frame of the Forum for 
the Co-ordination of pesticide fate models and their Use 

Abbreviations ELI. European Union: LUC. large undisturbed col- 
umns: HPLC. high pressure chromatography: TDR. time domain re- 
flectometry: RMSE. root mean square error. 
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0 (FOCCS) was formed to provide pidance to member 
states. the Eurooean Commission and Industnl on the 
appropriate rol; of modeling in the EU. re-stration 
process. In the final report of the workgroup focusing 
on leachins models special concern is addressed to the 
validation issue and in particular to the necessity of 
using a rigorous validation procedure (FOCUS. 1995). 

Several pesticide leaching model codes exist at differ- 
ent levels of complexity (Calve!. 1995; FOCUS, 1995). 
each having a claimedltheoretical range of validity. de- 
fined as "the part of reality to which the validation of 
a model applies" (Loage and Green. 1991; FOCUS. 
1995). This implies that a model code cannot be gener- 
ally validated but must be tested under all the conditions 
for which it will be used. In practice, a given model 
code used for registration purposes will have to simulate 
several different soil-climatecrop combinations (site- 
specific models) all of which in principle must be vali- 
dated separately. Several studies aiming to test or vali- 
date model performance under various conditions are 
reported in the literature (Pennel et a)., 3990 Sauer et 
al.. 1990; Boesten and van der'Linden, 1991; Boekhold 
et  al., 1993; Bergstrom and Jarvis, 1994; Bosch and Boes- 
ten, 1994; Walker et al., 1995:Brown et al., 1996; Groen, 
1997). However, such studies are difficult to compare 
and evaluate as the experimental conditions, parameter 
availability, and validation methodology are often dif- 
ferent, and the experimental background may not origi- 
nally have been designed with model testinglvalidation 
as the main objective. A study attempting to determine 
the validation'status of four pesticide leaching model 
codes for conditions prevailing in Dutch agriculture and 
horticulture concluded that the validation status was 
generally unsatisfactory (Bosch and Boesten, 1995). 

In general, two types of experiments are used for 
testing and validation of pesticide leaching models. both 
having strong and weak points. Field studies with evalu- 
ation of predicted pesticide concentrations in the soil 
profile as used in Pennel et al. (1990). Parrish et al. 
(1992) and Walker et al. (1995). represent a situation 
close to natural conditions and provide the opportunity 
to evaluate the influence of spatial variation in soil phys- 
ical and chemical properties on pesticide behavior in 
the soil (Rury. 1996). This type of study also allows 
rigorous evaluation of the predicted mass, position, and 
dispersion of a solute pulse moving through the soil 
profile but has limited value for evaluation of predicted 
pesticide leaching, as the overall mass balance of the 
pesticide is difficult to measure in field experiments. 
Laboratoryllysimeter studies as described in Sauer et 
al. (1990). Bergstrom and Jarvis (1994). Jorgensen et al. 
(1.998b) on the other hand focus on evaluating water 
and solute fluxes under more controlled conditions rep- 
resenting a less natural situation with artificial boundary 
conditions. These studies are less costly than field stud- 
ies and seem more appropriate for registration purposes 
whcre evaluation of the risk of groundwater contamina- 
licm is thc main issue. The main question, however is 
~ I I V I I K I  I;il~c)r;i(ory/iysimeter experiments are represen- 
It i l ivc- o f  Iirltl umtlitions. and whether an ideal model 
v d t c l ~ t t t t ~ t t  rltctrilcl dw~itdtlrcxs this issue (FOCUS. 1995). 
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Only few modeling studies. (e.g.. Sauer et al.. 1Y9l)).  
include both types of experiments for evaluation of thc  
prediction of both mobility and distribution of pesticides 
in the soil profile. 

Comparative studies of model codes using the same 
experimental conditions give a more precise picture of 
differences in model capabilities. Examples of such stud- 
ies are Pennel et al. (1990). Bergstrom and Jarvis (1994) 
and Walker et al. (1995) of which only the work pre- 
sented in Bergstrom and Jarvis (1994) had evaluation 
of model applicability for regulatory purposes as the 
primary objective. Of these studies the validation meth- 
odology is only reported in Bergstrom and Jarvis (1994) 
which include both blind and calibrated simulations in 
the test, whereas statistical evaluation of model perfor- 
mance is applied in Pennel et al. (1990) and Walker et 
al. (1995) but not in Bergstrom and Jarvis (1994). 

To compare model validations performed with differ- 
ent model codes under different conditions and by dif- 
ferent modellers, a consistent validation procedure is 
required and consensus regarding performance criteria 
must be established. An attempt to develop a standard 
procedure was presented in FOCUS (1995) but has not 
yet been tested in practice and is therefore a theoretical 
framework that remains to be made operational. 

The primary aim of the present modeling study was 
to apply and evaluate the rigorous validation procedure 
recommended by FOCUS (1995) on the basis of labora- 
tory and lysimeter experiments. A secondary aim was 
to compare the capability of four pesticide leaching 
models to predict pesticide leaching in a macroporous 
sandy loam soil. 

MATERIALS AND METHODS 
Model -Codes 

The four model codes used in this study were PELMO 
version 2.01 (Klein, 1!83.1!395),PESTLA version 2.3 (Boesten 
and Van der Linden. 1991; Boesten. 1993). MACRO version 
3.2 (Jarvis. 1991.1994) and MIKE SHE version 5.23 (Abbot 
et al.. 1986 Refsgaard and Storm. 1995; DHI, 1997). PELMO 
and PESTLA were selected because they are already used in 
standard registration procedures in the countries where they 
?lave been developed, Germany and the Netherlands. respec- 
tively. MACRO and MIKE SHE were selected because they 
seem to have the most appropriate combination of process 
descriptions relevant for Danish hydrological conditions. in- 
cluding a description of water and soluie transport in mac- 
ropores (Styczen and Villholth. 1994). 

One major limitation of all the traditional one-dimensional 
pesticide leaching model codes including MACRO, PESTLA. 
and PELMO. is that they are restricted to describing the verti- 
cal movement of pesticides in the upper unsaturated part of 
the soil. Lateral transport processes occurring in the saturated 
zune below the root zone are not considered. MIKE SHE 
on the other hand contains a dynamic coupling of a one- 
dimensional unsaturated zone description and a three-dimen- 
sional groundwater description, including the effects of frac- 
tures on solute transport. 

Approaches lo Modeling Water Flow 
A precondition for. modeling solute transport is an appro- 

priate description of water flow. Different approaches are 
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used in the selected model codes. In PESTLA and PELMO. 
preierential flow processes are not considered. assuming that 
water flow occurs in a uniform porous medium. The approach 
applied in PESTLA is the physically based description of water 
flow represented by Richards' equation. This requires input 
of the hydraulic conductivity function K ( h )  and the water 
retention function e(&). Solving the equalion numerically in- 
volves iterative matrix solvers. PELMO uses a simpler "tipping 
bucket" method by which a continuous water halance for each 
computational layer is based on its  water storage capacity and 
an empirical drainage rule. MACRO and MIKE SHE both 
contain process descriptions aiming to simulate preferential 
flow processes. In both model codes water flow is simulated 
using Richards' equation in the matrix and Darcian flow with 
a unit gradient in  the macronores. but specific features like the 
conceptual determination of macroporosity and the process 
governing water exchange between matrix and macropores 
are different. 

Approaches to Modeling Solute 
Transport and Transformation 

MACRO. PESTLA. and MIKE SHE apply the convection- 
dispersion equation. whereas PELMO calculates convective 
transport where dispersion only occur through the numerical 
solution of the equation. Representation of pesticide sorption 
and degradation. are more or less similar in the four model 
codes with at least linear equilibrium sorption and first-order 
decay described as  a function of soil temperature and soil 
moisture content. All four model codes also include a descrip- 
tion of plant uptake as passive transport with the transpiration 
stream. In addition to these basic processes. all model codes 
except MACRO include some additional options for describ- 
ing reactive pesticide processes: Both PELMO. PESTLA. and 
MIKE SHE have Freundlich isotherms while MIKE SHE 
additionally contain the Langmuir isotherm and a hysteric 
sorptionldesorption description. PELMO additionally allows 
increased sorption time. soil pH dependent sorption and vola- 
tilization of pesticide governed by Henry's Law. 

Experimental Background 
Two types of experimental data sets were used in the valida- 

tion procedure: 
1. A laboratory study using large undisturbed columns 

(LUC) investigating steady-state water and solute transport 
in a 1 m deep intact soil column with a surface area of 0.196 
m4:. Sampling of the soil columns was performed by isolating 
a 1.5 m.deep soil block with a surface area of 4 m+'. A 0.5 m 
diam. cutting shoe was attached to a 1 m long steel cylinder 
and placed on the top of the block. Soil material around the 
cutting shoe was removed manually and the cylinder and shoe 
were allowed to fall under their own weight. Thereafter the 
cylinder was removed and a rubber membrane was pulled 
over the column and liquid rubber was poured into the annular 
space between the membrane and the sample. A steel mantle 
was tightened around each sample. The ends of each column 
were stabilized with rigid plastic end caps before transporta- 
tion to the laboratory. In the laboratory stainless steel screens 
and a steel end cap were attached to the column base. and a 
cooling system was built around each sample (Fig. 1). Steady- 
state water flow through the column was maintained by a 
peristaltic pump connected to the effluent line from the bot- 
tom of the soil core. Further details on the experimental meth- 
odology are described in Jensen et al. (1998) and Jsrgensen 
et al. (1998a). Prior to solute application the soil column was 
drained for 10 d. Thereafter steady flow of 2.75 mm h-' was 

applied beginning with a solute pulse corresponding IO 2 kg xi. 
ha-;. Solutes applied were pentafluorobenzoic acid (PFBA I as 
a tracer and the herbicide Z-[(4-chlor-o-tolyI )oxy]propit~nic 
acid (MCPP). Outflow from the column was collecied through 
time. stored at 4 T  in Duran bottles with Teflon caps. and 
analyzed for solute content using high pressure chromatogra- 
phy (HPLC) technique with gradient elution at a flow rate of 
1 ml'min. A-eluent was prepared by dilution of the content 
of one PIC-A low UV reagent bottle in I L of Millipore 
filtrated water and by adding 300 m l  acetonitrile. B-eluant 
was pure acetonitrile. The eluants were filtered through 0.22 
Fm Millipore filter and degassed during eluation with He- 
lium sparging. 

2. A field lysimeter study investigating the behavior of wa- 
ter and solutes under natural field conditions (lysimeter di- 
mensions: surface area of 0.707 by 0.707 m and 1.1 m deep). 
Two undisturbed soils cores were sampled using the same 
method as  described for the LUC samples. Without using 
machine force. the soil blocks were cut out with a cutting 
edge placed inside the lysimeter vat leaving an annulus of 
approximately 7 mrn between the vat and the soil core which 
was afterwards filled in with liquid rubber. The soil cores 
were installed in lysimeter metal boxes with a reservoir at 
the bottom for sampling of leachate (Fig. 2). Winter wheat 
(Triricum aesivum L. spp. vulgare) was grown in the lysimeters 
and around them. On 11 May 1994 the following solutes were 
applied: 15 kg ha-' potassium bromide (KBr) as a tracer and 
2 kg a i  ha" of the herbicide MCPP as formulated C"' labeled 
K-salt. After the solute application. a precipitation rich period 
was mimicked by adding irrigation water corresponding to the 
precipitation at the Askov research station in May and June 
1981, approximately 88 and 164 mm. respectively. During the 
remaining period. the lysimeters were irrigated according to 
average precipitation at Askov (1931-1960) which is approxi- 
mately 800 mm per year. PotentiaJ evapotranspiration was 
calculated using Makkink (1957). Soil moisture conditions 

I 
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Fig. 1. Vertical crou-sedion of the expenmental setup orlatgc undis- 

turbed columns (LUC) in laboratory. 
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I 
Fig. 2 Vertical cross-section of a lysimeter. Measurements are in mil- 

limeters 

were measured weekly at three depths (10, 30, and 50 an) 
using time domain reflectometry (TDR) and soil temperature 
was measured hourly at  two depths (10 and 30 cm) 

A sandy loam soil (USDA, 1951) developed from clay-rich 
glacial till located in central Jutland, Denmark was used for the 
experiments. Water retention characteristics were determined 
using sandbox equipment and pressure chambers (Schjenning. 
1985) and saturated hydraulic conductivities were determined 
in laboratory by the constant head method (Rasmussen. 1976). 
Unsaturated hydraulic conductivities were determined by pa- 
rameter estimation from “one-step outflow” experiments 
(Kool et a].. 1985) modified according to Jacobsen (1992). 
Soil physical characteristics are shown in Table 1. Pesticide 
properties were’detemined by standard laboratory methods. 
Linear sorption coefficients were measured at three depths 
according to  Organization for ‘Economic Co-operation and 
Development (OECD) guideline no. 106. and first-order deg- 
radation rates were determined in undisturbed soil cores at 
10°C and 50% water-holding capacity. The measured MCPP 
properties are shown in Table 2. A more detailed description 
of the experiments is found in the project report (Jsrgensen 
et al.. 1998a). 

e- 

Validation Procedure 
The aim of the applied stepwise approach is’to determine 

the level of information necessary to  ensure adequate simula- 
tion of pesticide behavior. The level of information refers to 
the quality and quantity of experimentally determined input 
parameters and the type and quality of measuremenis from 
leaching experiments. “Adequate simulations” refers to simu- 
lation results which fulfill some predefined success criteria 
based on appropriate statistical tests for the type of results 
that are being evaluated. 

The validation procedure applied in the present study is 

Table I Laboratoq measured pesticide properties (MCPPL 
Kr I, TK lu-c 

OD - aJ g-1- d 
(Lis 056 21 45 
4-55  021 90 282 
95-105 038 190 114 

based on the recommendations of FOCUS (1995) which in- 
volve two sets of experimental data sets. less and more com- 
plex. The philosophy behind this procedure is to evaluate 
model validations performed under controlled and less com- 
plex expenmental conditions relative to those under more 
complex conditions. As the basis for the primary model Cali- 
brations. the proposed Iesting procedures to evaluate different 
parts of the models (water transport, solute transport. and 
solute transformation) use data from the less complex experi- 
ment. In the present study. the less complex scenario is repre- 
sented by the laboratory experiment and the more complex 
scenario is represented by the lysimeter experiment. The ap- 
plied procedure include the four steps described in Table 3. 
Only three of the vaIidation steps (2a. 3, and 4a) involve 
calibration and none of the steps involve calibration of p a t i -  
cide sorption or degradation parameten on the basis of data 
from the lysimeter experiment. 

., -Y 
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Conceptual Model Set Up 
Large Undisturbed Columns Experiment 

The simulated soil column was divided into five horizons. 
The computational discretitation vaned among models. al- 
though a maximum layer depth of 5 cm was selected where 
possible. The lower boundary Conditions differed slightly be- 
tween the models. In PELMO. the flux out of the column 
occurs when the specified moisture capacity in the bottom 
compartment is exceeded. In PESTLA and MIKE SHE, the 
flux was determined by a unit gradient and the hydraulic 
conductivity in the bottom layer. In MACRO. a lysimeter 
boundary was selected allowing water now only at positive 
pressures. The simulation period was 30 d. starting with 10 d 
draining from saturated conditions. Thereafter, steady flow 
(2.75 mm h-I) was applied. Bare soil conditions were assumed 
with potential evapotranspiration equal to zero and a constant 
air and soil temperature at 2°C. PFBA and MCPP were applied 
during a 54 min pulse after IO d of free drainage. 

Lysimeter Experiment 
The simulated soil column was divided into five horizons. 

The computational discretization and boundary conditions 
were similar to those for the LUC experiment. The  simulation 
period was 28 Apr. 1994 to 31 Dec. 1995 with input of daily 
climatic data as drivins variables. Crop parameters were se- 
lected to meet the observed crop development with regard to 

Table X. Soil physical characteristits K, was used as total saturated hydraulic conductivity (matrix + macropores) in all models and K, 
was used as the hydraulic conductivity close to matrix saturation in the two models describing preferential flow. 

silt Coarse *It Bulk 0rg.llK 
Depth c 2  pm 2-20 pm uM3 v Sand density 0. K. K. nun- 

10- m-I - % 
Io-u 147 13.4 12.5 59.4 1.63 039 O s 0  0.14 26 

117 13.4 16.0 56.9 1 .64 038 450 0.06 I5 
I27 u.4 17s 56.1 158 0.40 iim 0.19 0.9 

5043  14.7 14.4 24.6 063 1.64 0.38 1339 0.69 0 3  
90-93 17.6 155 25.9 41.0 1.82 031 - - 0.2 

K. = measured saturated hvdraulic conductivity. K, = salurnled b-draulic c v n d o ~ w ~  mimaled from tbc ’one-step ouIflow“ metbod e. = porosity. 

- - x g lm-’ 
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Table 3. Overview of :lie applied steprisc validation procedure. 
SWD Modelinn rmcdure 

1 s  
b 

2 a  
b 

3 

4 s  
b l  

b2 

- 

~~~ ~~ ~~ 

Blind simularion on LUC data. evaluation of predicted water and MCPP behavior. 
Blind simularion on l.Amcter dam evaluation of prediacd mater and MCPP behavior. 

Calibwrion pcdornml on measured LUC data in terms of water and PFBA flu:rr Evaluation of prediacd MCPP behavior. 
Simularion of the l?rimeter experiment using the calibrated parnmetm from the calibration on LUC dots (step 2a). Emlustion of predicted 

Culibmrion pedomed on measured IFsimeter data in terms of percobtion and Br behavior. Evaluation of predicted hlCPP behapior. 

Calibrarion of MCPP behawor performed on wnsurcd MCPP dots from tbe LUC experiment. 
Simularion of tbe lysimeter experiment using calibrated paramacrs from the LUC simulations m s t g  Le nnd 4s. Evaluation of predicted MCPP 

bcharim. 
Simularion of the i>*metcr cxperimcnb using calibrated parameters fmm step 3 and Jo meaning that water and solute trmspotl b calibrated 

using tbe lysimeter nrensunments of water and Br b c b r i o r  whercns pesticide parameters are cnlibrpted using LUC mepulrctlynb of MCPP. 

water and MCPP behavior. 

k&liIlg. 

t LUC = large nndisnubcd colnmns 

leaf area index and solutes were applied according to experi- 
mental conditions. 

The initial blind parameterization of all model codes was 
as much as possible based on measured parameters. but with- 
out any information obtained from the flow and transport 
experiments themselves. However, due to differences between 
the model codes in terms of mathematical representation of 
the described reactions and due to lack of measured parame- 
ters. the initial setups contained a certain degree of subjective 
assessments. For example. the measured soil physical charac- 
teristics such as retention curves and hydraulic conductivity 
functions could only be used directly in some model codes, 
and were therefore fitted to empirical functions. In PELMO 
only three values are used to describe the hydrological condi- 
tions in terms of the field capacity value for each soil horizon. 
In MACRO, the retention curves have to be fitted to the 
Brooks and Corey (1964) equation which is best suited for 
sandy soils (Styaen and Villholth. 1994). and the hydraulic 
conductivity function has to follow the Mualem (1976) ap- 
proach. In PESTLA two options for input of both retention 
curves and hydraulic conductivity functions are available as 
the data can be given directly in tabular form. or as parameters 
fitted to the van Genuchten (1980) equation. However. as the 
input structure required for the tables is time consuming when 
calibrating, the van Genuchten parameters were used in these 
simulations. In MIKE SHE, the retention curves are given 
directly as tables. whereas the hydraulic conductivity function 
must be fitted to an exponential function. These differences 
in the parameterization of the hydrological properties caused 
differences in the simulated flow patterns even between model 
codes using the same flow equations. 

Some of the parameters describing macropore flow in 
MACRO and MIKE SHE are not measurable and values were 
therefore initially chosen as "educated guesses" and used as 
calibration parameters. These include an empirical parameter 
governing the transport between matrix and macropores and 
the boundary threshold value boundar). water content 
(MACRO) or threshold pressure (MIKE SHE) determining 
the moisture conditions at which macropore flow is initiated. 
Both parameters. which have significant influence on the simu- 
lation results. are not directly measurable at present though 
they may be conceptually determined from other soil physical 
characteristics such as retention curves or soil structure. 

Other examples of subjective parameter assessments are 
the description of evapotranspiration which differs among all 
four model codes in terms of the number and type of required 
input data and the extent of plant uptake of the simulated 
solutes (PFBA-Bromide and MCPP). which is not well known. 
This latter process was neglected in the initial parameteriza- 
tions and used as a calibration parameter in the latter stages. . .  ... 

A practical problem with model setup for PESTLA. 
MACRO. and MIKE SHE was the virtual presence of over- 
land flow when the infiltration capacity was exceeded.This was 
especially a problem when simulating the LUC experiments. as 
the flow rate here was very high (2.75 mm h-I). Increasing 
the hydraulic conductivity (K,) in the top soil layer allowed 
complete infiltration of water. 

Statistics and Evaluation Criteria 

Model performance was evaluated with respect to their use 
for registration purposes. that is. the ability to predict pesticide 
concentrations in groundwater aquifers. Using only one-di- 
mensional leaching models this effort is restricted to evalua- 
tion of the average annual concentration leaving the root zone 
(1-1.5 m depth) based on leached pesticide mass and water 
discharge. Additionally. the magnitude of the peak concentra- 
lion may be of interest for estimation of potential fluctuations 
in groundwater concentrations. 

For each step in the validation procedure the following 
simulation results were stored and evaluated by graphical and 
statistical means: accumulated percolation. accumulated pesti- 
cide leaching. and a time series of pesticide concentrations 
from simulations of both LUC- and lysimeter experiments 
and an additional time series of soil moisture contents at three 
depths. and soil temperatures at two depths from the lysimeter 
simulations. To ensure consistent evaluation of model perfor- 
mances. statistical tests and success criteria were selected 
based on suggestions from FOCUS (1995) (see Appendix). 

RESULTS AND DISCUSSION 
The simulations presented in this section summarizes 

results illustrating the value of the validation procedure 
suggested by FOCUS and the performance of the four 
models tested. Complete description of the validation 
progress is given in Jsrgensen et al. (1998a). The main 
objective of applying the described validation procedure 
was to determine the information necessary to make 
the models describe the most "natural" situation which 
in this study is represented by the lysimeter data. The 
discussion therefore focuses on descriptions of water 
and solute behavior in the lysimeters. Hence simulation 
results from the LUC data conesponding to steps l a ,  
2a. and 4a are not shown. In both LUC and lysimeter 
experiments. preferential flow in the macropores con- 
trolled to a very high extent flow and solute transport 
in the soil. Significant solute breakthrough occurred 
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readily at much less water percolation than 1 pore vol- 
ume. This experimental result implies that correct pre- 
diction of pesticide transport in the soil is highly sensi- 
tive to an accurate description of the physical flow 
system. 

Examples of the stepwise results from simulations of 
the lysimeter experiments using PELMO and MIKE 
SHE are shown in Fig. 3 and 4. The total accumulated 
percolation is already described well by both models in 
the blind simulation (step lb)  though they both overesti- 
mate percolation in early June 1994 prior to solute 
breakthrough (Fig. 3a and 4a). This problem, which was 
also observed in the simulations with MACRO (not 
shown), may be a combination of uncertainty regarding 
the initial soil moisture conditions. inadequate descrip- 
tion of the evapotranspiration process in some of the 
model codes and a possible "clothesline" effect which 
may have caused enhanced evapotranspiration due to 

dry areas surrounding the irrigated lysimeters during 
the spring period. This latter phenomenon has been 
observed in similar lysimeter studies (Boesten, 1994). 
The accumulated Br leaching (Fig. 3b and 4b) from the 
blind simulations was best represented with PELMO. 
The accumulated MCPP leaching (Fig. 3c and 4c) was 
best represented by MIKE SHE, while virtually no 
leaching was simulated by PELMO. This difference be- 
tween the predicted leaching of conservative and reac- 
tive solutes by the two models is due to the combined 
effect of transport velocity and rate of the sorption pro- 
cess as PELMO does not allow for preferential transport 
which in MIKE SHE automatically diminishes the effect 
of the applied linear equilibrium sorption on MCPP 
leaching. 

In step 2b, water and solute behavior in the lysimeter 
experiments were simulated using calibrated hydrologi- 
cal parameters obtained in step 2a. With PELMO an 

, 
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improvement of the predicted PFBA behavior in the 
LUC experiments could only be obtained by violating 
the physical description of the soil column by decreasing 
the soil moisture content at field capacity significantly 
to resemble a situation with mobile and immobile water. 
These adjustments improved the predicted MCPP 
leaching significantly (Fig. 3c) but in turn resulted in 
less accurate predictions of drainage fluxes and Br. 
breakthrough (Fig. 3a and 3 b s t e p  2b). In MIKE SHE. 
calibration of PFBA behavior in step 2a was conducted 
by adjusting the distributed representation of parame- 
ters describing mass transfer between matrix and mac- 
ropores. This, however, did not improve prediction of 
either water. Br or MCPP behavior for the lysimeter 
experiment (Fig. &step 2b). One reason for this is the 
overestimated percolation prior to solute breakthrough 
at 8 June. When adjusting the mass transfer parameters. 

solute diffusion between domains became more domi- 
nating in the upper soil layers than was the case in 
the blind simulations which resulted in too early solute 
breakthrough in too much water. Based on this result 
it is difficult to evaluate the value of the calibrated mass 
transfer parameters. 

In step 3, calibrations were performed on water and 
Br behavior using the measured lysimeter data. In both 
PELMO and MIKE SHE this was conducted by intro- 
ducing plant uptake of solutes and fitting of the disper- 
sion parameters. with additional adjustments of the re- 
tention curves and the representation of preferential 
flow for MIKE SHE. This improved the simulation of 
water and Br behavior for both PELMO and MIKE 
SHE (Fig. 3a+b and 4a+b-step 3). The simulation of 
MCPP behavior was not significantly improved b3 these 
adjustments (Fig. 3c and 4c- step 3). PELMO still did 
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not simulate much leaching and in MIKE SHE the  ad- 
justments caused further overestimation of MCPP 
leaching due  10 decreased porosities from the adjust- 
ment of the retention curves. 

In steps 4b l  and 4b2 where calibration was performed 
using measured MCPP behavior from the  LUC experi- 
ment (step 4a.not shown). both models strongly overes- 
timated MCPP leaching in these steps (Fig. 3c and  4c- 
steps 4 b l  and 4b2). The  calibrations were conducted by 
decreasing the sorption coefficients significantly t o  meet 
the early breakthrough observed in the LUC ex- 
periment. 

Evaluation of Model Performance 
All four models already predicted the accumulated percola- 

tion well in the blind simulations (Fig. Sa) although MIKE 
SHE overestimated it. The predicted percolations were only 
modera!ely improved for all models after calibrations were 

performed in step 3. The simulated Br behavior in the blind 
simulation (Fig. 5b) on the other hand vaned significantly 
between the models. MACRO and MIKE SHE underesti- 
mated the accumulated Br leaching in September 1994 and 
PELMO and PESTLA overestimated it. 

After calibrations in step 3 all models predicted Br leaching 
well with regard to both timing and quantity. Predictions of 
MCPP behavior showed larger differences among the models. 
In the blind simulation (Fig. Sc) significant MCPP leaching 
was only predicted by the two models including a description 
of preferential flow. that is. MACRO and MIKE SHE. For 
PELMO and PESTLA. the linear equilibrium sorption process 
used in combination with homogeneous vertical water flow 
resulted in more MCPP retardation and less transport. 

Statistical Summary 
For each step in the  validation procedure statistical 

tests were applied for simulated results of accumulated 
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percolation, accumulated MCPP leaching and thc iiiag- 
nitude of the peak concentration. An overview of' thc 
statistical results from the simulation of the lysimrtcr 
experiments (steps lb. 2b. 3, 4b1, and 4b2) are shown 
in Table 4. 

The total accumulated percolation from the lysimeter 
experiment was described reasonably well by all models. 
although the success crite;ion of 8% deviation from the 
central estimate was generally only met after model 
calibration. However, as the applied criterion does not 
account for the variation among lysimeters, which in 
this study corresponds to a 15% range, one could argue 
that the selected criterion is rather stria as compared to 
the criteria applied to the pesticide data which implicitly 
take lysimeter variation into account. This may also 
apply to the simulation of soil moisture content and 
soil temperature where neither of the models met the 
applied successcriteria which is also based on the central 
estimate of measurements. The MCPP behavior was 
simulated very well by MACRO and MIKE SHE which 
both met the applied success criterion in the blind simu- 
lation (1 b) without any calibration. PELMO reached the 
criterion in step 2b and PESTLA in step 4bl. Separate 
evaluation of the simulations for the two types of experi- 
ments revealed a similar picture of the importance of 
model ability to describe preferential flow. Thus in both 
experiments MACRO and MIKE SHE met the applied 
success criteria earlier in the validation procedure than 
PELMO and PESTLA did. 

Naturally, statistics and evaluation criteria influences 
the conclusions with regard to model performance 
hence caution must be taken in their selection. A mea- 
surement interval corresponding to a coefficient of vari- 
ation of approximately 50% was used for simulated 
MCPP behavior. If for example the exact measured 
interval had been used instead (obsl; obs2), the conclu- 
sion would have differed with respect to the step at 

.-. 
I .  

: 
.- 
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which the models qualified to simulate the simulated 
peak concentration but not with respect to the accumu- 
laled leaching. For comparative modeling studies it is 
crucial that model performance is evaluated using objec- 
tive criteria. 

CONCLUSION 
The main conclusion regarding the validation proce- 

dure is that the stepwise approach is a valuable tool for 
evaluating the performance of different model compo- 
nents and ensuring consistent model comparisons. Thus. 
the validation procedure proposed by FOCUS (1995) 
provides a useful framework for rigorous and objective 
assessment of model performance. Such Validation tests 
should always be carried out  before a model is used for 
registration or other purposes. 

Another conclusion is that the two experiments used 
in the procedure should have more similar conditions 
than was the case in this study to benefit from all the 
steps in the validation procedure. The steady-state situa- 
tion with high flow velocity in the LUC experiment 
and the dynamic situation in the lysimeter experiment 
represented two different situations with regard to the 
solute movement in time. Large undisturbed column 
data. were valuable by contributing to the description 
of the physical flow system and the influence of the 
natural soil structure on preferential flow and solute 
transport. This description was consistent with results 
of the lysimeter experiments. 

The ultimate goal of model validation is to evaluate 
the ability to predict pesticide behavior under natural 
field conditions. In this context. artificial lower bound- 
ary conditions in lysimeter experiments may cause bi- 
ases. In the validation procedure proposed in FOCUS 
(19YS) this aspect is addressed by using lysimeter experi- 
ments as the less complex situation and field experi- 

Table 4. Evaluation of model performance from the lysimeter simulations. Underscore indicate the vnlidation step, if any, ot wbirh Ibt 
success criteria suggested by FOCUS is met for each psrticulsr data type. %ne&" indicates that the factor o f j  test was not successfd 
a t e i t h e r / = Z o r / =  5. 

Modd Percolation, L MCPP Icachhinp. pp MCPP WBL c o n 4  )re L" Soil moisture coalenl -) Soil tcmp&true, Y 

Stat is t id  tcsl % D c v .  
! h C C S  d d B  8 X 
PELMO Ib 10 

m 12 
3 10 
4M - 
4b2 - 

PESTLA lb 13 
2b 13 
3 6 

4bl - 
4b2 - 

MACRO Ib 8 
2b 3 
3 2 

4bl - 
4b2 - 

f-lcst 
/ = 2  
Ncp- /'t 
ti-. 
Ncs. / = s  
N q *  
Keg. 
Ncs. 

/ = 2  
/ = 5  
f = 2  
f = 2  
/ =  2 

RMSEt 
co.1 , 

0.45 
0.41 
029 - - 
O S 2  
OS2 
031 - 
- 

0.40 
033 
032 - - 

MIKE SHE Ib lz /=2 /=z 051 0.lU 
2b 6 Neg. Ncs. 054 - 
3 7 / = J  / = 2  035 - 

4bl - Ncg. Ncg. - - 
6 2  Neg. tics- - - - 

t RMSE = root man square error. ' 
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ments including natural lower boundary conditions as 
the more complex condition. To fulfill the ultimate goal 
for validation the procedure applied in the present study 
should therefore ideally be extended to also include a 
field study. Another objective of the applied validation 
procedure is to test whether pesticide properties mea- 
sured in the laboratory are representative for the d?- 
namic conditions found in nature. In the present study 
measured sorption and degradation properties were site 
specific and the assumption of representativeness of 
measured values cannot be rejected as both of the mod- 
els accounting for preferential flow already qualified in 
the blind simulation. 

The main result regarding model performances is that 
model codes containing a description of preferential 
flow (MACRO and MIKE SHE) passed the validation 
criteria for pesticide fluxes already in the blind step 
of the validation procedure whereas PELMO and PES- 
TLA needed calibration to mimic the influence of pref- 
erential flow processes. Used as predictive tools aiming 
to provide realistic concentrations actually expected to 
be found in the groundwater and therefore directly com- 
pared to legislative concentration limits. the modeling 
tool must represent actual situations as close as possible 
using state-of-the-art knowledge, that is, by including 
preferential flow processes. Otherwise intercomparative 
rankings of pesticides using simple mobility indexes 
based on  pesticide properties only or steady-state trans- 
port models (Jury et al.. 1987) could be adequate. 

A major complication regarding modeling of mac- 
ropore behavior. however. is that parameterization is 
difficult. Soil-related parameters for use in MACRO 
and MIKE SHE are at present difficult to measure and. 
in addition, the extent and distribution of preferential 
flow pattern in the root zone will also be influenced by 
the  agricultural management practice. for example. due 
to different tillage operations (Andreini and Steenhuis. 
1990: Petersen et al., 1996) or crop types (Caron et al.. 
1996). Hence a standard macroporous setup will require 
thorough testing and validation. 
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APPENDIX 
Statistical Tests 

Three types of statistical tests were applied to simula- 

1. For evaluation of the overall fit of simulated time 
series of soil moisture contents and soil tempera- 
tures the root mean square error (RMSE) using 
the measured average between the two lysimeters 
was applied (e.g., Walker et al.. 1995). The success 
criterion was RMSE < 0.1. 

2. For evaluation of simulated accumulated water dis- 
charge the percentage deviation from the mea- 

tion results obtained in the four validation steps: 

-‘7. . .  

sured average between the two lysimeters was 
used. The success criterion was 5 18%1. 

3. For evaluation of simulated accumulated pesticide 
leaching and pesticide peak concentrations the fac- 
tor off approach suggested by Parrish and Smith 
(1990) and further developed by Boekhold et al. 
(1993) was applied. This type of calculation is a 
comparison between simulated and observed val- 
ues taking the observed variation in measured data 
into account. u is the standard deviation of the log 
transformed data. 
( l o ( ~ - n o ) ,  l o ( ~ - n o ) ) i  compared agninrr 

3 P , X f  f‘ 
0 = the observed value 
P = the predicted value 
i = number of data pairs (observed. predicted) for 

comparison -\ 

j = number of replicate measurements - 
n equals 1 or 2 
f i s  usually on the order of 2 to 5 

Comparing the calculated uncertainty intervals for 
the observed and simulated values provides an opportu- 
nity to evaluate the hypothesis of the model simulations 
being valid or rejected at different levels. for example. 
f = 2 or f = 5. 

The factor of ftest was originally developed for stud- 
ies including several replicate measurements giving the 
possibility of estimating standard deviations and uncer- 
tainty intervals on the observed data. However. in this 
study such statistics could not be applied directly as 
the lysimeter data were based on only two replicate 
experiments. The uncertainty intervals of the observed 
data used for the factor off  tests were therefore esti- 
mated based on the observed difference between the 
two replicate measurements. The applied approach 
takes into account the measured variation between the 
two lysimeters using an estimated “standard deviation” 
corresponding to a coefficient of variation close to 50%. 
The constructed logarithmic standard deviation wascal- 
culated as *‘T” = I log(0) - average log(0) I where 
0 = observed values. The assumed uncertainty interval 
on the observed values was then calculated using the 
equation described for the factor off  test with n = 2: 

I 

0 E (10tavloptO)-n-~-) 10(rv.lqtO)+n’-- ’) PI 
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Abstract. A unique integrated modelling system has been developed and applied for environmen- 
tal assessment studies in connection with the Gabcikovo hydropower scheme along the Danube. 
The modelling system integrates model codes for describing the reservoir (2D flow, euaophication, 
sediment transport), the river and river branches (1D flow including effects of hydraulic control struc- 
tures, water quality, sediment transport), the ground water (3D flow, solute uansport, geochemistry), 
agriculturaI aspects (crop yield, imgation, nitrogen leaching) and flood plain conditions (dynamics 
of inundation pattern, ground water and soil moisture conditions, and water quality). The uniqueness 
of the established modelling system is the integration between the individual model codes, each of 
which provides complex descriptions of the various processes. The validation tests have generally 
been carried out for the individual models, whereas only a few tests on the integrated model were 
possible. Based on discussion and examples, it is concluded that the results from the integrated model 
can be assumed less uncertain than outputs from the individual model components. In an example, 
the impacts of the Gabcikovo scheme on the ecologically unique wetlands created by the river branch 
system downstream of the new reservoir have been simulated. In this case, the impacts of alternative 
water management scenarios on ecologically important factors such as flood frequency and duration, 
depth of flooding, depth to ground water table, capillary rise, flow velocities, sedimentation and water 
quality in the river system have been explicitly calculated. 

Key words: Danube, environmental impacts, floodplain, Gabcikovo, groundwater, hydropower, in- 
tegrated modelling, river branch. 



I 434. 

m 
Best Available copy 

SLOVAKIA i l i  
J. C. REFSGAARD ET AL. 

.. -\ 

Navigation Lock 

HUNGARY APES1 

-. 

- 
~ Figure 1. The Danubian Lowland with the new reservoir and the Gabcikovo scheme. 

1. Introduction 

1.1. THE DANUBIAN LOWLAND AND THE GABCIKOVO HYDROPOWER SCHEME 

The Danubian Lowland (Figure 1) in Slovakia and Hungary between Bratislava and 
K o m h o  is an inland delta (an alluvial fan) formed in the past by river sediments 
from the Danube. The entire area forms an alluvial aquifer, which receives around 
30 m3 s-I infiltration water from the Danube throughout the year, in the upper parts 
of the area and returns it to the Danube and the drainage canals in the downstream 
part. The aquifer is an important water resource for municipal and agricultural 
water supply. 

Human influence has gradually changed the hydrological regime in the area. 
Construction of dams upstream of Bratislava together with straightening and em- 
banking of the river for navigational and flood protection purposes as well as 
exploitation of river sediments have significantly deepened the river bed and low- 
ered the water level in the river and surrounding ground water level. These changes 
have had a significant influence on the ground water regime as well as the sensitive 
riverine forests downstream of Bratislava. Despite this basically negative trend the 
floodplain area with its alluvial forests and associated ecosystems still represents a 
unique landscape of outstanding ecological importance. 

The Gabcikovo hydropower scheme was put into operation in 1992. A large 
number of hydraulic structures has been established as part of the hydropower 
scheme. The key structures are a system of weirs across the Danube at Cunovo 
15 km downstream of Bratislava, a reservoir created by the damming at Cunovo, a 
30 km long lined power and navigation canal, outside the floodplain area, parallel to 
the Danube River with intake to the hydropower plant, a hydropower plant and two 

. 
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ship-locks at Gabcikovo, and an intake structure at Dobrohost, 10 km downstream 
of Cunovo, diverting water from the new canal to the river branch system. The 
entire scheme has significantly affected the hydrological regime and the ecosystem 
of the region, see, e.g., Mucha et al. (1997). The scheme was originally planned as 
a joint effort between former Czecho-Slovakia and Hungary, and the major parts of 
the construction were canied out as such on the basis of a 1977 international treaty. 
However, since 1989 Gabcikovo has been a major matter of controversy between 
Slovakia and Hungary, who have referred some disputed questions to international 
expert groups (EC, 1992,1993a, b) and others to the International Court of Justice 
in The Hague (ICJ, 1997). 

Comprehensive monitoring and assessments of environmental impacts have been 
made, see Mucha (1995) for an overview. Since 1995 a joint Slovak-Hungarian 
monitoring program has been carried out (JAR, 1995, 1996, 1997). 

a 

’ 

1.2. NEED FOR INTEGRATED MODELLING 

The hydrological regime in the area is very dynamic with so many crucial links 
and feedback mechanisms between the various parts of the surface- and subsurface 
water regimes that integrated modelling is required to thoroughly assess environ- 
mental impacts of the hydropower scheme. This is illustrated by the following three 
examples: 

0 Ground water quality. Based on qualitative arguments it was hypothesised 
that the damming and creation of the reservoir might lead to changes in the 
oxidation-reduction state of the ground water. The reason for this is that the 
reservoir might increase infiltration from the Danube to the aquifer because of 
increased head gradients. On the other hand, fine sediment matter might accu- 
mulate on the reservoir bottom, thereby creating a reactive sediment layer. The 
river water infiltrating to the aquifer has to pass this layer, which might induce 
a change in the oxidation status of the infiltrating water. This could affect the - 

quality of the ground water from being oxic or suboxic towards being anoxic, 
which is undesirable for Bratislava’s water works, most of which are located 
near the reservoir. Thus, the oxidation-reduction state of the groundwater is 
intimately linked to a balance between the rates of infiltrating reducing water 
and the aquifer oxidizing capacity. The infiltrating water is linked to the hy- 
draulic behaviour of the reservoir: how large is the infiltration area and at which 
rates does the infiltration take place at different locations. However, without 
an integrated model it is not possible to quantify whether and under which 
conditions these mechanisms play a significant role in practise, whether they 
are correct in principle but without practical importance, and what measures 
should be realised. 

0 Agriculturalproduction. Changes in discharges in the Danube caused by diver- 
sion of some of the water through the power canal and creation of a reservoir 

e 
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Figure 2. Important processes and their interactions with regard to floodplain hydrology. 

, would lead to changes in the ground water levels. As the agricultural crops 
depend on capillary rise fiom the shallow ground water table and inigation, the 
new hydrological situation created by the damming of the Danube might influ- 
ence both the crop yield, the irrigation requirements and the nitrogen leaching. 
Traditional crop models describing the root zone are not sufficient in this case, 
because the lower boundary conditions (ground water levels) are changed in a 
way that can only be quantified if also the reservoir, the river and canal system 
and the aquifer are explicitly included in the modelling. 

0 FZoodpluin ecosystem. The flora and fauna, which in the floodplain area are 
dominated by the river side branches, depend on many factors such as flooding 
dynamics, flow velocities, depth of ground water table, soil moisture, water 
quality and sediments. Also in this case the important factors depend on the 

1 interaction between the groundwater and the surface water systems (illustrated 
in Figure 2), and even on water quality and sediments in the surface water 
system, so that quantitative impact assessments require an integrated modelling 
approach. 

2. Integrated Modelling System 

2.1. INDIVIDUAL MODEL COMPONENTS 

An integrated modelling system (Figure 3) has been established by combining the 
following existing and well proven model codes: 

0 MIKE SHE (Refsgaard and Storm, 1995) which, on a catchment scale, can 
simulate the major flow and transport processes in the hydrological cycle: a 
- 1-D flow and transport in the unsaturated zone %bQ 
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Figure 3. Structure of the integrated modelling system with indication ,of the interactions 
between the individual models. 

- 3-D flow and transport in the ground water zone 
- 2-D flow and transport on the ground surface 
- 1-D flow and transport in the river. 

All of the above processes’ are fully coupled allowing for feedback’s and in- 
teractions between components. In addition, MIKE SHE includes modules for 
multi-component geochemical and biodegradation reactions in the saturated 
zone (Engesgaard, 1996). 

0 MIKE I I  (Havno et al., 1995), is a one-dimensional river modelling system. 
MIKE 11 is used for simulating hydraulics, sediment transport and morphol- 
ogy, and water quality. MIKE 11 is based on the complete dynamic wave 
formulation of the Saint Venant equations. The modules for sediment trans- 
port and morphology are able to deal with cohesive and noncohesive sediment 
transport, as well as the accompanying morphological changes of the river bed. 
The noncohesive model operates on a number of different grain sizes. 

0 MIKE 21 @HI, 1995), which has the same basic characteristics as MIKE 11, 
extended to two horizontal dimensions, and is used for reservoir modelling. 

0 MIKE -1 1 and MIKE 21 include Rivermeservoir Water Quality (WQ) and 
Eutrophication (EU) (Havng et al., 1995; VKI, 1995) modules to describe oxy- 
gen, ammonium, nitrate and phosphorus concentrations and oxygen demands 
as well as eutrophication issues such as bio-mass production and degradation. 

0 DAISY (Hansen et al., 1991) is a one-dimensional root zone model for simu- 
lation of soil water dynamics, crop growth and nitrogen dynamics for various 
agricultural management practices and strategies. 
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2.2. INTEGRATION OF MODEL COMPONENTS 

The integrated modelling system is formed by the exchange of data and feed- 
backs between the individual modelling systems. The structure of the integrated 
modelling system and the exchange of data between the various modelling systems 
are illustrated in general in Figure 3 and the.steps in the inteegrated modelling is 
described further in Section 6.2 and illustrated in Figure 10 for the case of flood 
plain modelling. The interfaces between the various models indicated in Figure 3 
are 

A) MIKE SHE forms the core of the integrated modelling system having inter- 
faces to all the individual modelling systems. The coupling of MIKE SHE and 
MIKE 11 is a fully dynamic coupling where data is exchanged within each 
computational time step, see Section 2.3 below. 

B) Results of eutrophication simulations with MIKE 21 in the reservoir are used e-- 

to estimate the concentration of various water quality parameters in the water ' - 
a that enters the Danube downstream of the reservoir. This information serves as 
boundary conditions for water quality simulations for the Danube using MIKE 
11. 

C) Sediment transport simulations in the reservoir with MIKE 21 provide infor- 
mation on the amount of fine sediment on the bottom of the reservoir. The 
simulated grain size distribution and sediment layer thickness is used to calcu- 
late leakage coefficients, which are used in ground water modelling with MIKE 
SHE to calculate the exchange of water between the reservoir and the aquifer. 

D) The DAISY model simulates vegetation parameters which are used in MIKE 
SHE to simulate the actual evapotranspiration. Ground water levels simulated 
with MIKE SHE act as lower boundary conditions for DAISY unsaturated zone 
simulations. Consequently, this process is iterative and requires several model 
simulations. 

E) Results from water quality simulations with MIKE 11 and MIKE 21 provide 
estimates of the concentration of various components/parameters in the water 
that infiltrates to the aquifer from the Danube and the reservoir. This can be 
used in the ground water quality simulations (geochemistry) with MIKE SHE. 

A general discussion on the limitations in the above couplings is given in Section 7 
below. 

2.3. A COUPLING OF MIKE SHE AND MIKE 11 

The focus in MIKE SHE lies on catchment processes with a comparatively less 
advanced description of river processes. In contrary, MIKE 11 has a more advanced 
description of river processes and a simpler catchment description than MIKE 
SHE. Hence, for cases where full emphasis is needed for both river and catchment 
processes a coupling of the two modelling systems is required. 1 
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Figure 4. Principles of the coupling between the MIKE SHE catchment code and the MIKE 
11 river code. 

A full coupling between MIKE SHE and MIKE 11 has been developed (Fig- 
ure 4). In the combined modelling system, the simulation takes place simultane- 
ously in MIKE 11 and MIKE SHE, and data transfer between the two models 
takes place through shared memory. MIKE 11 calculates water levels in rivers 
and floodplains. The calculated water levels are transferred to MIKE SHE, where 
flood depth and areal extent are mapped by comparing the calculated water levels 
with surface topographic information stored in MIKE SHE. Subsequently, MIKE 
SHE calculates water fluxes in the remaining part of the hydrological cycle. Ex- 
change of water between MIKE 11 and MIKE SHE may occur due to evaporation 
from surface water, infiltration, overland flow or river-aquifer exchange. Finally, 
water fluxes calculated with MIKE SHE are exchanged with MIKE 11 through 
source/sink terms in the continuity part of the Saint Venant equations in MIKE 11. 

The MIKE SHE-MIKE 11 coupling is crucial for a correct description of the 
dynamics of the river-aquifer interaction. Firstly, the river width is larger than 
one MIKE SHE grid, in which case the MIKE SHE river-aquifer description is 
no longer valid. Secondly, the river/reservoir system comprises a large number of 
hydraulic structures, the operation of which are accurately modelled in MIKE 11, 
but cannot be accounted for in MIKE SHE. Thirdly, the very complex river branch 
system with loops and flood cells needs a very efficient hydrodynamic formulation 
such as in MIKE 11. 

0 
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2.4. COMPARISON TO OTHER MODELLING SYSTEMS REPORTED IN 
LITERATURE 

Yan and Smi th  (1994) described the demand and outlined a concept for a full 
integrated ground water-surface water modelling system including descriptions of 
hydraulic structures and agricultural irrigation as a decision support tool for wa- 
ter resources management in South Florida. Typical examples of integrated codes 
described in the literature are Menetti (1995) and Koncsos et al. (1995). 

In a review of recent advances in understanding the interaction of groundwa- 
ter and surface water Winter (1995) mainly describes groundwater codes, such as 
MODFLOW, which have been expanded with some, but very limited, surface water 
simulation capabilities. The research activities are characterized as ‘... although 
studies of these systems have increased in recent years, this effort is minimal com- 
pared to what is needed’. Winter (1995) sees the prospects for the future as follows: 
‘Future studies of the interaction of groundwater and surface water would benefit 
from, and indeed should emphasise, interdisciplinary approaches. Physical hydrol- 
ogists, geochemists, and biologists have a great deal to learn from each other, and 
contribute to each other, from joint studies of the interface between groundwater 
and surface water.’ 

Integrated three-dimensional descriptions of flow, transport and geochemical 
processes is still rarely seen for groundwater modelling of large basins. Thus, 
according to a recent review of basin-scale hydrogeological modelling (Person 
et al., 1996) most of the existing reactive transport model codes are based on 
one-dimensional descriptions. 

While many model codes contain a distributed physically-based representation 
of one of the three main components: ground water, unsaturated zone, and sur- 
face water systems, only few codes provide a fully integrated description of all 
these three main components. For example in an up-to-date book (Singh, 1995) 
presenting descriptions of 25 hydrological codes only three codes, SWSHESED 
(Bathurst et al., 1995), IHDM (Calver and Wood, 1995) and MIKE SHE (Refs- 
gaard and Storm, 1995) provide such integrated descriptions. Among these three 
codes only MIKE SHE has capabilities for modelling advection-dispersion and 
water quality. None of the three codes contained options for computations of hy- 
draulic structures in river systems, nor agricultural modelling such as crop yield 
and nitrogen leaching. 

The individual components of the integrated modelling system presented in this 
paper, we believe, represent state-of-the-art within their respective disciplines. The 
uniqueness is the full integration. 

- 

3. Methodology for Model Construction, Calibration, Validation and 

The terminology and methodology used in the following is based on the concepts 
outlined in Refsgaard (1997). 

Application 
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3.1. MODEL CONSTRUCTION 

All of the applied models are based on distributed physically-based model codes. 
This implies that most of the required input data and model parameters can ideally 
be measured directly in nature. 

3.2. MODEL CALIBRATION 

The calibration of a physically-based model implies that simulation runs are carried 
out and model results are compared with measured data. The adopted calibration 
procedure was based on ‘trial and error’ implying that the model user in between 
calibration runs made subjective adjustments of parameter values within physically 
realistic limits. The most important guidance for the model user in this process was 
graphical display of model results against measured values. It may be argued that 
such manual procedure adds a degree of subjectivity to the results. However, given 
the very complex and integrated modelling focusing on a variety of output results 
and containing a large number of adjustable parameters, automatic parameter op- 
timisation is not yet possible and ‘trial and error’ still becomes the only feasible 
method in practise. 

3.3. MODEL VALIDATION 

Good model results during a calibration process cannot automatically ensure that 
the model can perform equally well for other time periods as well, because the 
calibration process involves some manipulation of parameter values. Therefore, 
model validations based on independent data sets are required. To the extent possi- 
ble, limited by data availability, the models have been validated by demonstrating 
the ability to reproduce measured data for a period outside the calibration period, 
using a so-called split-sample test (Klemes, 1986). For some of the models, the 
model was even calibrated on pre-dam conditions and validated on post-dam con- 
ditions, where the flow regime at some locations was significantly altered due to 
the construction of the reservoir and related hydraulic structures and canals. 

3.4. MODEL APPLICATION 

The validated models have finally been used, as an integrated system, in a scenario 
approach to assess the environmental impacts of alternative water management 
options. The uncertainties of the model predictions have been assessed through 
sensitivity analyses. 
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.? 4. Selected Results from Model Construction, Calibration and Validation of 
Individual Components 

Comprehensive data collection and processing as well as model calibration and 
validation were carried out (DHI et al.,  1995). In the following sections a few 
selected results are presented for the individual components. Further aspects of 
model validation focusing on integrated aspects are discussed in Section 5. 

-. ~ I 

4.1. RIVER AND RESERVOIR FLOW MODELLING 

The following models have been constructed, calibrated and validated: 

one-dimensional MIKE 11 model for the Danube fiom Bratislava to Komamo, 
one-dimensional MIKE 11 model for the river branch system at the Slovak 

two-dimensional MIKE 21 model for the reservoir. 
floodplain, and ‘“1 

/ 

The MIKE 11 models have been established in two versions reflecting post- and 
pre-dam conditions, respectively. 

4.1.1. MIKE I I River Model for the Danube 

The MIKE 11 model for the Danube is based on river cross-sections measured in 
1989 and 1991. The applied boundary conditions were measured daily discharges 
at Bratislava (upstream) and a discharge rating curve at Komarno (downstremi). 
The model was initially calibrated for two steady state situations reflecting a low 
flow situation (905 m3 s-’) and a flow situation close to the long term average 
(2390 m3 s-’), respectively. Subsequently, the model was calibrated in a nonsteady 
state against daily water level and discharge measurements from 1991. The model 
was finally validated by demonstrating the ability to reproduce measured daily . 
water level data from 1990. Calibration and validation results are presented in 
Topolska and Klucovska (1995). For the post-dam model some river reaches were 
updated with cross-sections measured in 1993. In addition, the reservoir and related 
hydraulic structures and canals were included. As the conditions after damming 
of the Danube have changed significantly, re-calibration of the post-dam model 
was carried out for the period April 1993-July 1993. Subsequently, the model was 
validated against measured data from the period November 1992-March 1993. 

4.1.2. MIKE 11 Model for  the River Branch System 

The Danubian floodplain is a forest area of major ecological interest characterised 
by a complex system of river branches. A layout of the river branch system is shown 
in Figure 5. The cross-sections in the river branch system were measured during the 
1960’s and 1970’s. The pre-dam model was calibrated against water level and flow 
data from the 1965 flood. In the post-dam situation, the branch system is fed by an 

I- 
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Figwe 5. Layout of the river branch system on the Slovakian side of the Danube. 

inlet structure with water from the power canal. The system consists of a number 
of compartments (cascades) separated by small dikes. On each of these dikes com- 
bined structures of culverts and spillways are located enabling some control of the 
water levels and flows in the system. Results of the model calibration against data 
measured during the summer 1994 are shown in Klucovska and Topolska (1995). 
Finally, the model was validated by demonstrating the ability to reproduce water 
levels measured during the summer of 1993. Some of these results are presented in 
Sgrensen et al. (1996). 

4.1.3. MIKE 21 Reservoir Model 

A MIKE 21 hydrodynamic model for the reservoir was established based on a 
reservoir bathymetry measured in 1994. The spatial resolution of the finite dif- 
ference model is 100 x 50 m. The model was calibrated against fiow velocities 
measured in the reservoir in the autumn of 1994. 

4.2. GROUND WATER FLOW MODELLING 

Ground water modelling has been carried out at three different spatial scales: 

0 A regional ground water model for pre-dam conditions (3000 km2, 500 m 
horizontal grid, 5 vertical layers). 

a A regional ground water model for post-dam conditions (3000 km2, 500 m 
horizontal grid, 5 vertical layers). 

0 A local ground water model for an area surrounding the reservoir for both pre- 
and post-dam conditions (200 km2, 250 m horizontal grid, 7 vertical layers). 

0 A local ground water model for the river branch system for both pre- and post- 
dam conditions (50 km’, 100 m horizontal grid, 2 vertical layers). 

0 A cross-sectional (vertical profile) model near Kalinkovo at the left side of the 
reservoir (2 km long, 10 m horizontal grid, 24 vertical layers). 

The regional and local ground water models all use the coupled version of the 
MIKE SHE and MIKE 11 and hence, include modelling of evapotranspiration and 
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snowmelt processes, river flow, unsaturated flow and ground water flow. The cross- (-- 

sectional model only includes ground water processes. 

4.2.1. Model Construction 

Comprehensive input data were available and used in the construction of the mod- 
els. In general, the regional and the local models are based on the same data with 
the main difference being that the local models provide finer resolutions and less 
averaging of measured input data. The two regional models, reflecting pre- and 
post-dam conditions, are basically the same. The only difference is that the post- 
dam model includes the reservoir and related hydraulic structures and seepage 
canals. 

The models are based on information on location of river systems and CTOSS- 

sectional river geometry, surface topography, land use and cropping pattern, soil 

tion, potential evapotranspiration and temperature as well as discharge inflow at 
Bratislava have been used. Comprehensive geological data exist from this area, see 
e.g., Mucha (1992) and Mucha (1993). The aquifer, ranging in thickness from about 
10 m at Bratislava to about 450 m at Gabcikovo, consists of Danube river sediments 
(sand and gravel) of late Tertiary and mainly Quaternary age. The present model is 
based on the work of Mucha et al. (1 992a, b). 

2- 4 physical properties and hydrogeology. In addition, time series of daily precipita- 
7 / 

4.2.2. Model Calibration 

The ground water model was calibrated against selected measured time series of 
ground water levels. The following parameters were subject to calibration: specific 
yield in the upper aquifer layer, leakage coefficients for the river bed and hydraulic 
conductivities for the aquifer layers. The soil physical characteristics for the un- 
saturated zone have been adopted directly from the unsaturated zonelagricultural ’ , 

modelling. 
The river model that has been used in the ground water modelling is identical 

to the MIKE 11 river model of the Danube, which was successfully validated inde- 
pendently as a ‘stand alone model’ (Subsection 4.1, above). When coupling MIKE 
SHE and MIKE I1  water is exchanged between the two models. The amount of 
water that recharges the aquifer in the upstream part and re-enters the river further 
downstream is in the order of 10-60 m3 s-l depending on the Danube discharge 
and on the actual ground water level. The recharge is typically two orders of mag- 
nitude less than the Danube discharge, and hence, a re-calibration of the MIKE 
11 river model is not required. As the major part of the ground water recharge 
originates from infiltration through the river bed, the leakage coefficient for the 
river bed becomes very important. Limited field information was available on this 
parameter, and hence, it was assumed spatially constant and through calibration 
assessed to be 5 x lo-’ s-l for the Danube and Vah rivers and 5 x s-* for , 
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the Little Danube. These values are in good agreement with previous modelling 
experiences (Mucha et al., 1992b). 

When keeping the specific yield and the leakage coefficients for the river bed 
fixed the main calibration parameters were the hydraulic conductivities of the satu- 
rated zone. About 300 time series of ground water level observations were available 
for the model area, typically in terms of 3 0 4 0  yr of weekly observations. The 
calibration was carried out on the basis of about 80 of these series for the period 
1986-1990. In the parameter adjustments the overall spatial pattern described in the 
geological model were maintained. Some of the calibration results are illustrated 
in Figure 6 showing observed Danube discharge data together with simulated and 
measured ground water levels for three wells located at different distances from the 
Danube. Wells 694 and 740 are seen to react relatively quickly to fluctuations in 
river discharge as compared to well 7221, which is located further away from the 
river. This.illustrates how the dynamics of the Danube propagates and is dampened 
in the aquifer. 

4.2.3. Model Validation 

The calibrated ground water model was validated by demonstrating the ability to 
reproduce measured ground water tables after damming of the Danube. In this 
regard the only model modification is the inclusion of the reservoir and related 
structures and canals. Due to the nonstationarity of the hydrological regime such 
a validation test, which according to Klemes (1986) is denoted a differential split- 
sample test, is a demanding test. Figure 7 shows the simulated and observed ground 
water levels for the same three observation wells as shown for the calibration period 
in Figure 6. The effects of the damming of the Danube in October 1992, when the 
new reservoir was established, is clearly seen in terms of increased ground water 
levels and reduced ground water dynamics when comparing the two figures. These 
features are well captured by the model. 

4.3. GROUND WATER QUALITY 

A geochemical field investigation was carried out in a cross-section north of the 
reservoir near Kalinkovo as a basis for identifying the key geochemical processes 
and estimating parameter .values (see Mucha, 1995). Eleven multi-screen wells 
were installed close to the water supply wells at Kalinkovo fonning a 7.5 km long 
cross-section parallel to the regional ground water flow direction. The multi-screen 
wells have been sampled frequently to investigate the ongoing bio-geochemical 
processes during infiltration of the Danube river water into the aquifer. 

A ground water quality model was established for the Kalinkovo cross-sectional 
profile based on all the measured field data. This model includes a comprehen- 
sive description of the bio-geochemical processes such as kinetically controlled 
denitrification and equilibrium controlled inorganic chemistry based on the well 
known PHREEQE code. More details are given in Griffioen e? al. (1995) and 
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Figure 6. Danube discharge at Bratislava together with simulated and observed ground water 
levels for three wells before the damming of the Danube (calibration period). 
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Figure 7. Simulated and observed ground water levels for three wells after damming of the 
Danube (validation period). 

Engesgaard (1996). The transport part of the Kalinkovo cross-section has been 
calibrated against * 8O isotope data. The parameters describing reactive processes 
have been assessed and adjusted on the basis of the detailed field measurements 
in the Kalinkovo cross-sectional profile. It was shown that the geochemical model 
behaves qualitatively correct (Engesgaard, 1996). 

4.4. UNSATURATED ZONE AND AGRICULTURAL MODELLING 

Modelling of the pre-dam and post-dam conditions of agricultural potential and 
nitrate leaching risk was carried out using a representative selection of soil units, 
cropping pattern and meteorological data covering the area between Danube and 
Maly Danube (Figure 1). The DAISY model uses time-varying ground water levels 
(simulated with the regional MIKE SHE ground water model) as lower boundary 
condition, for the unsaturated Aow simulations. Cropping pattern and fertiliser 
application is included in the model based on measurements and statistical data. 

The model was calibrated on the basis of data from field experiments carried 
out during the years 1981-1987 at the experimental station in Most near Bratislava. 
During this process the crop parameters used in the model were adjusted to Slovak 
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conditions. After the initial model construction and calibration, the model perfor- 
mance was evaluated through preliminary simulations using data from a number of 
plots located on an experimental field site at Lehnice in the middle of the project 
area. On the basis of comparisons between measured and simulated values of 
nitrogen uptake, dry matter yield and nitrate concentrations in soil moisture, the 
model performance under Slovak conditions was considered satisfactory @HI et 
al., 1995). 

( -,; 

4.5. RIVER AND RESERVOIR SEDIMENT TRANSPORT MODELLING 

4.5.1. Danube River Sediment Transport 

A one-dimensional morphological model was established for the Danube. The 
model operates with cross-sectional averaged parameters representing the river 
reach between every computational point (i.e. approximately 500 m), a special 
technique for comparing ‘real’ and simulated state variables was required. There- 
fore; the changes in mean water level over a decade rather than changes in bed 
elevations were compared between observations and simulations. For this purpose 
the changes in the so-called ‘Low Regulation and Navigable Water Level’ (LR- 
NWL) were used. LR-NWL is specified by the. Danube Commission as the water 
level corresponding to Q948 which is approximately 980 m3 s-*. By using such 
an approach, perturbations in bed levels from one cross-section to another did not 
destroy the picture of the overall trends in aggradation and degradation of the river 
bed. The results of the calibration (1974-84) and validation runs (1984-90) are 
described in Topolska and Klucovska (1  995). 

I 

- 

4.5.2. Sediment Transport in the River Branch System 

A one-dimensional fine sediment model was constructed for the river branch sys- 
tem in order to have a tool for quantitative evaluation of the possible sedimentation 
in the river branch system for alternative water management options. The upstream 
boundary condition for the model was provided in terms of concentration of sus- 
pended sediments simulated by the reservoir model. As virtually no field data on 
Sedimentation in the river branch system were available neither calibration nor val- 
idation was possible. Instead, experienced values of model parameters from other 
similar studies as reported in the literature were used. 

. 

4.5.3. Reservoir Sediment Model 

A two-dimensional fine graded sediment model was constructed for the reservoir. 
The suspended sediment input was imposed as a boundary condition in Bratislava 
with time series of sediment concentrations of six suspended sediment fractions 
with their own ga in  sizes and fall velocities. The fall velocity for each of the six 
fractions was assessed according to field measurements. No further model calibra- 
tion was carried out. The only field data available for validation were a few bed . _I 
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sediment samples from summer 1994 with data on sedimentation thickness and 
grain size analyses (Holobrada et al., 1994). A comparison of model results and 
field data indicated that a reservoir sedimentation of the right order of magnitude 
was simulated. The simulated reservoir sedimentation corresponded to 42% of the 
total suspended load at Bratislava. 

a 
4.6. SURFACE WATER QUALITY MODELLING 

4.6.1. Danube River Model 

A BOD-DO model (MIKE 11 WQ) has been used to describe the water quality 
in the main stream of the Danube between Bratislava and Komamo. This model 
describes oxygen concentration (DO) as a function of the decay of organic mat- 
ter (BOD), transformation of nitrogen components, re-aeration, oxygen consump- 
tion by the bottom and oxygen production and respiration by living organisms. 
As the conditions fiom pre-dam to post-dam have changed significantly, separate 
calibrations and validations were carried out. The pre-dam model was calibrated 
against data from October 1991 and validated against data from April and Au- 
gustlseptember 199 1. The post-dam model was calibrated against data from May 
1993 and validated against data from June 1993. 

# 

4.6.2. Model for the River Branch System 

The water quality in the river branches was simulated with a eutrophication model 
(MIKE 11 EU), in which the algae production is the driving force. The algae 
growth in this model is described as a function of incoming light, transparency 
of the water, temperature, sedimentation and growth rate of the algae and of the 
available inorganic nutrients. The calibration was carried out on the basis of few 
data available during the period June-August 1993. Due to lack of further data no 
independent model validation was possible and hence, the uncertainties related to 
applying the model for making quantitative predictions of the effects of alternative 
water management schemes may be considerable. . 

4.6.3. Reservoir Model 

In the reservoir the driving force is also the algae growth and hence, a eutroph- 
ication model (MIKE 21 EU) was applied. The reservoir model was calibrated 
against measured data from August 1994. This field programme was substantial 
and resulted in much more data than available for the river branch system. Good 
correspondence between simulated and observed values were achieved during the 
calibration period. However, no further data have been available for independent 
validation tests. 

$- 
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5. Validation of Integrated Model 
:-. 

. .. r 

The model calibration and validation have basically been carried out for the in- 
dividual models using separate domain data for river system, aquifer system, etc. 
Rigorous validation tests of the integrated model were generally not possible due 
to lack of specific and simultaneous data on the processes describing the various 
couplings. Furthermore, although reasonable good assessments of uncertainties 
of the individual model predictions could be made, it was not obvious how such 
uncertainty would propagate in the integrated model. 

It can be argued that uncertainties in output from one model would in principle 
influence the uncertainties in other components of the integrated modelling system, 
thus adding to the total uncertainty of the integrated model. Following this line of 
argument would lead to the conclusion that the uncertainty of predictions by the 
integrated model would be larger than the corresponding uncertainty of predictions 
made by traditional individual models. On the other hand it can also be argued 
that in the integrated modelling approach the uncertainties in the crucial bound- 
ary conditions are reduced, because assumptions needed for executing individual 
models are substituted by model simulations based on data from neighbounng 
domains, which, if properly calibrated and validated, better represent the boundary 
effects. This would lead to the conclusion that the uncertainties in predictions by 
the integrated model would be smaller than those of the individual models. 

In the present study, no theoretical analyses have been made of this problem. 
Instead, a few validation tests have been made for cases where the couplings could 
indirectly be checked by testing the performance of the integrated model against 
independent data. In the following, results from one of these validation tests for the 

--, 
- 

integrated model are shown. 
The river-aquifer interaction changed significantly, when the reservoir was es- 

tablished. An important model parameter describing this interaction is the leakage 
coefficient, which was calibrated on the basis of ground water level data for the pre- 
dam situation (Subsection 4.2). For the post-dam situation the MIKE 21 reservoir 
model calculates the thickness and grain sizes of the sedimentation at all points 
in the reservoir. By use of the Carman-Kozeny formula, the leakage factors are 
recalculated for the area which was now covered by the reservoir. The model results 
were then checked against ground water level observations from wells near the 
reservoir, and it was found, that a calibration factor of 10 had to be applied to the 
Carman-Kozeny formula. This can theoretically be justified by the fact that the 
sediments are stratified or layered due to variations in flow velocities during the 

. 

/ 

sedimentation process. The same formula and the same calibration factor was also 
used for converting all texture data from aquifer sediment samples to hydraulic 
conductivity values in the model. 

Now, how can the validity of the integrated model be tested ? The ground water 
level observations from a few wells have been used to assess the leakage calibration 
factor, so although the model output was subsequently checked against data from .- , 



Figure 8. Measured and simulated discharges in seepage canals. The data are from a particular 
day in May 1995 and in m3 s-l. 

many more wells, it may be argued that this in itself is not sufficient for a true model 
validation. Consider instead a comparison of simulated and measured discharges 
in the so-called seepage canals, which are small canals constructed a few hundred 
meters away from the reservoir with the aim of intercepting part of the infiltration 
through the bottom of the reservoir. In Figure 8 it can be seen that &he model 
simulations match the measured data remarkably well at different locations along 
the seepage canals. Thus, at the two stations most downstream on both seepage 
canals (stations 2809 and 3214) the agreements between model predictions and 
field data are within 5%. This is a powerful test, because the discharge data have 
not been used at all in the calibration process, and because it integrates the effects of 
reservoir sedimentation, calculation of leakage factors and geological parameters. 

6. Model Application - Case Study of River Branch System 

6.1. HYDROLOGY OF RIVER BRANCH SYSTEM 

The hydrology of the river branch system is highly complex with many processes 
influencing the water characteristics of importance for flora and fauna (Figure 2). 
These processes are highly interrelated and dynamic with large variations in time 
and space. The complexity of the floodplain, with its river branch system, is in- 
dicated in Figures 5 and 9 for the 20 km reach downstream the reservoir on the 
Slovakian side, where alluvial forest occurs. Before the damming of the Danube 

6 
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Figure 9. Plan and perspective view of the surface topography, of the river branches and the 
related flood plains as represented in a model network of 100 m grid squares. 
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in 1992 the river branches were connected with the Danube during periods with 
discharge above average. However, some of the branches were only active during 
flood situations a few days per year. It was anticipated that after the damming, 
the water level in the Danube would decrease significantly. Therefore, in order to 
avoid that water drains from the river branches to the Danube, resulting in totally 
dry river branches, the water outflow from branches into the Danube have been 
blocked except for the downstream one at chainage 1820 rkm (Figure 5).  Now, the 
river branch system receives water from an inlet structure in the hydropower canal 
at Dobrohost (Figure 5). This weir has a design capacity of 234 m3 s-'. Together 
with the various hydraulic structures in the river branches, it controls the hydraulic, 
hydrological and ecological regime in the river branches and on the flood plains. 
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Figure 10. Steps in integrated model for floodplain hydrology. 

6.2. MODELLING APPROACH 

Comprehensive field studies and modelling analyses are often carried out in con- 
nection with assessing environmental impacts of hydropower schemes. Recent ex- 
amples from the Danube include the studies of the Austrian schemes Altenworth 
(Nachtnebel, 1989) and Freudenau (Perspektiven, 1989). However, Iike in the Aus- 
trian cases, the modelling studies have most often been limited to independent 
modelling of river systems, groundwater systems or other subsystems, without 
providing an integrated approach as the one presented in this paper. 

The models in this study were applied in a scenario approach simulating the 
hydrological conditions resulting from alternative possible operations of the entire 
system of hydraulic structures (alternative water management regimes). Thus, one 
historical (pre-dam) regime and three hypothetical (post-dam) water regimes cor- 

e 
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I . .  responding to alternative operation schemes for the structures of the Gabcikovo 
system were simulated (DHI et al., 1995). Due to the integration of the overall 
modelling system each scenario simulation involves a sequence, some times in an 
iterative mode, of model calculations. For the case of river branch modelling a 
hierarchical scheme of simulation runs (Figure 10) included the following major 
steps: 

e 

Step I .  Hydraulic river modelling (MIKE I I )  
Model simulation: The MIKE 11 model simulates the river flows and water 
levels in the entire river system and river branches. 
Coupling: The model outputs, in terms of flows into the reservoir at the up- 
stream end and downstream outflows through the reservoir structures are used 
as boundary conditions for the reservoir modelling (Step 2). Furthermore, the 
flow velocities and water levels are used in the river water quality simulations 

(Step 4a). - 
- 

Step 2. Reservoir modelling (MIKE 21) 
Model simulation: The MIKE 21 reservoir model simulates velocities, sedi- 
mentation and eutrophicatiodwater quality in the reservoir. 
Coupling: The flow boundary conditions are generated by the river model 
(Step 1). Results on sedimentation are used to calculate leakage coefficients. 
Results on oxygen, nitrogen and carbon can be used as boundary conditions of 
river water quality, water quality of infiltrating water (Step 3a). 

e 
Step 3a. Regional ground water flow (MIKE SHEMIKE 11) 

Model simulation: The coupled MIKE SHE/MIKE 1 1  model simulates the 
ground water flow and levels including the interaction with the river system 
and the reservoir. 
Coupling: In the reservoir, the infiltration is simulated on the basis of leakage 
coefficients, which have been calculated from the amount and composition 
(grain sizes) of the sedimentation on the reservoir bottom (Step 2). This link 
between reservoir sedimentation and ground water was shown to be crucial 
for the model results. Furthermore, an iterative link to the DAISY agricul- 
tural model exists (Step 3b). Hence, spatially and temporally varying ground 
water levels from MIKE SHEMIKE 11 are used as lower boundary condi- 
tions in DAISY, which in turn simulates the leaf area index and the root zone 
depth which are used as input time series data in MIKE SHE/MT.KE 1 1 .  The 
model outputs, in terms of ground water flow velocities, are used as input 
to the ground water quality simulation. The model results, in terms of river 
flow velocities and water levels, ground water flow velocities and water levels, 
are used as &me varying boundary conditions for the local flood plain model 
(Step 4b). 
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Step 3b. Root zone (DAISY) 
Model simulation: The DAISY model simulates the unsaturated zone flows, 
the vegetation development, including crop yield. 
Coupling: The DAISY has an iterative link to the MIKE SHE/MIKE 11 model 
(as described above under Step 3a). 

e 
Step 4a. River branches water quality (MIKE 11) 

Model simulation: The MIKE 11 model simulates the river water quality (BOD, 
DO, COD, N03, etc). 
Coupling: The model uses data from Step 2 and Step 4b and produces output 
on concentrations of COD and DO, which are used as input to the ecological 
assessments (Step 5). 

--. Step 4b. Flood plain model (MIKE SHEMIKE 1 1 )  
Model simulation: The coupled MIKE SHE/MIKE 11 model simulates all the 
fl,ow processes in the flood plain area including water flows and storages on 
the ground surface, river flows and water levels, ground water flows and water 
levels, evapotranspiration, soil moisture content in the unsaturated zone and 
capillary rise. 
Coupling: The model uses data from Step 3a as boundary conditions and pro- 
vides river flow velocities as the basis for the water quality and sediment 
simulations (Steps 4a and c). The model provides data on flood frequency and 
duration, depth of flooding, depth to ground water table, moisture content in the 
unsaturated zone and flow velocities in river branches, which are key figures in 
the subsequent ecological assessments (Step 5). 

Step 4c. River branches sedimentation (MIKE 1 I )  
Model simulation: The MIKE 11 model simulates the transport of fine sedi- 
ments through the river branch system. As a result the sedimentationlerosion 
and the suspended sediment concentrations are simulated. 
Coupling: The model uses sediment concentrations simulated by the reservoir 
model (Step 2) as input. Furthermore, the flow velocities simulated by the local 
flood plain model (Step 4b) are used as the basis for the sediment calcula- 
tions. The results, in terms of grain size of the river bed and concentrations of 
suspended material, are used as input to the ecological assessments (Step 5). 

Step 5. Ecology 
A correlation matrix between the physicalkhemical parameters provided by 
the model simulations (Steps 4a, b and c) and the aquatic and terrestric eco- 
topes has been established for the project area. Alternative water management 
regimes can be described in terms of specific operation of certain hydraulic 
structures and corresponding distribution of water discharges primarily be- 
tween the Danube, the Gabcikovo hydropower scheme and the river branch 

e 
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X? system. The hydrological effects of such alternative operations can be simu- i -. - - 

lated by the integrated model and subsequently, the ecological impacts can be 
assessed in terms of likely changes of ecotopes. 

6.3. THE FLOODPLAIN MODEL 

The extent of the floodplain model area is indicated in Figure 5 and a perspective 
view of the area with the river branch system and floodplains is shown in Figure 9. 
The horizontal discretization of the finite difference model is 100 m, and the ground 
water zone is represented by two layers. Several hundreds of cross-sections and 
more than 50 hydraulic structures in the river branch system were included in the 
M.IKE 11 model for the river system. 

For the pre-dam model, the surface water boundary conditions comprise a dis- 
charge time series at Bratislava and a discharge rating curve at the downstream end 
(Komamo). For the post-dam model, the Bratislava discharge time series has been 

. 

.c 

divided into three discharge boundary conditions, namely at Dobrohost (intake 
from hydropower canal to river branch system), at the inlet to the hydropower 
canal and at the inlet to Danube from the reservoir. For the groundwater system, 
time varying ground water levels simulated with the regional ground water models 
act as boundary conditions. The Danube river forms an important natural boundary 
for the area. The Danube is included in the model, located on the model boundary, 
and symmetric ground water flow is assumed below the river. Hence, a zero-flux 
boundary condition is used for ground water flow below the river. 

To illustrate the complex hydrology and in particular the interaction between 
the surface and subsurface processes model results from a model simulation for a 
period in June-July 1993 are shown in Figures 11 and 12. 

Figure 11 presents the inlet discharges at the upstream point of the river branch 
system (Dobrohost), while the discharges and water levels at the confluence be- 
tween the Danube and the hydropower outlet canal downstream of Gabcikovo 
during the same period are shown in Figure 12. Figure 11 further shows the soil 
moisture conditions for the upper two m below terrain and the water depth on the 
surface at location 2. Similar information is shown for location 1 in Figure 12. A 
soil water content above 0.40 (40 vol.%) corresponds to saturation. Location 2 is 
situated in the upstream part of the river branch system, while location 1 is located 
in the downstream part (see Figure 9). 

At location 2 (Figure 11) flooding is seen to occur as a result of river spilling 
(surface inundation occurs before the ground water table rises to the surface) when- 
ever the inlet discharge exceeds approximately 60 m3 s-l. The soil moisture con- 
tent is seen to react relatively fast to the flooding and the soil column becomes 
saturated. In contrary, full saturation and inundation does not occur in connection 
with the flood in the Danube in July, but the event is recognised through increasing 
ground water levels following the temporal pattern of the Danube flood. 

. ./' 
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Figure 11. Observed inlet discharge to the river branch system at Dobrohost; simulated mois- 
ture contents at the upper two m of the soil profile at location 2 and simulated depths of 
inundation at location 2 during June-July 1993. 

At location 1 (Figure 12) the conditions are somewhat different. During the 
simulation period location 1 never becomes inundated due to high inlet flows at 
Dobrohost. However, during the July flood in Danube, inundation at location 1 
occurs as a result of increased ground water table caused by higher water levels in 
river branches due to backwater effects from the Danube. The surface elevation at 
location 1 is 1 16.4 m which is 0.4 m below the flood water level shown in Figure 12 
at the confluence (5 km downstream of location 1). It is noticed that the inundation 
at this location occurs as a result of ground water table rise and not due to spilling 
of the river (surface inundation occurs afrer the ground water table has reached 
ground surface). 

6.4. EXAMPLE OF MODEL RESULTS 

As an example of the results which can be obtained by the floodplain model, Fig- 
ure 13 shows a characterisation of the area according to flooding and depths to 
groundwater. The map has been processed on the basis of simulations for 1988 for 
pre-dam conditions. The classes with different ground water depths and flooding 
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Figure 12. Simulated discharge and water levels in the Danube at the confluence between 
Danube and the outlet canal from the hydropower plant; simulated moisture contents at the 
upper two meter of the soil profile at location 1 and simulated depths of inundation at location 
1 in the river branch system during June-July 1993. 

have been detennined from ecological considerations according to requirements 
of (semi)terrestrial (floodplain) ecotopes. From the figure the contacts between the 
main Danube river and the river branch system is clearly seen. Similar computa- 
tions have been made by alternative water management schemes after damming of 
the Danube. The results of one of the hypothetical post-dam water management 
regimes, characterized by average water flows in the power canal, Danube and 
river branch system intake of 1470 m3 s-l, 400 m3 s-' and 45 m3 s-l, respectively, 
are shown in Figure 14. By comparing Figure 13 and Figure 14 the differences 
in hydrological conditions can clearly be seen. For instance the pre-dam condi- 

, 

tions (Figure 13) are in many places characterised by high groundwater tables . 
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Figure 13. Hydrological regime in the river branch area for 1988 pre-dam conditions 
characterized in ecological classes. 

and smalYseldom flooding, while the post-dam situation (Figure 14) generally has 
deeper ground water tables and more frequent flooding. From such changes in hy- 
drological conditions inferences can be made on possible changes in the floodplain 
ecosystem. 

Further scenarios (not shown here) have, amongst others, investigated the 
effects of establishing underwater weirs in the Danube and in this way improve- 
ment of the connectivity between the Danube and the river branch system. 

7. Limitations in the Couplings made in the Integrated Model 

The integrated modelling system and the way it was applied includes different 
degrees of integration ranging from sequential runs, where results from one model 
are used as input to the next model, to a full integration, such as the coupling 
between MIKE SHE and MIKE 11. Hence, the system is not truly integrated in 
all respects. The justification for these different levels lies in assessments of where 
it was required in the present project area to account for feed back mechanisms 
and where such feed backs could be considered to be of minor importance for all 
practical purposes. For other areas with different hydrological characteristics, the 
required levels of integration are not necessarily the same. Therefore, a discussion 5 9% 

I "  
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Figure 14. Hydrological regime in the river branch area for a post-dam water manage- 
ment regime characterized in ecological classes. The scenario has been simulated using 
1988 observed upstream discharge data and a given hypothetical operation of the hydraulic 
structures. 

is given below on the universality and limitations of the various couplings made in 
the present case. 

A. Hydrological catchmenhiver hydraulics (MIKE SHEiMIKE I I )  
This coupling between the hydrological code and the river hydraulic code is fully 
dynamic and fully integrated with feed back mechanisms between the two codes 
within the same computational time step. This coupling cannot be treated sequen- 
tially in this area. since the feedback between river and aquifer works in both 
directions, with the river functioning as a source in part of the area and as a drain 
in other parts, and since the direction of the stream-aquifer interaction changes 
dynamically in time and space as a consequence of discharge fluctuations in the 
Danube. This coupling was shown to be crucial during the course of the project, 
and, due to the full integration, it is fully generic. 

B. Reservoir-river (MIKE 2 l M I K E  1 I )  
This coupling is a simple one-way coupling with the reservoir model providing 
input data to the downstream river model, both in terms of sediment and water 

r.. , 
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quality parameters. This coupling is sufficient in the present case, because there is 
no feedback from the downstream river to the reservoir. Even though this coupling 
is not fully generic, it may be sufficient in most cases, even in cases with a network 
of reservoirs and connecting river reaches. 

/--- 

7 

I '  

- C. Reservoir/groundwater water exchange (MIKE 2lMIKE SHE) 
This coupling is a simple one-way coupling with the reservoir model providing 
data on sedimentation to the groundwater module of MIKE SHE, where they are 
used to calculate leakage coefficients in the syface waterjground water flow cal- 
culations. This coupling is sufficient in the present case, where the reservoir water 
table always is higher than the ground water table, and where the flow always is 
from the reservoir to the aquifer. However, for cases where water flows in both 
directions, or where there are significant temporal variations in the sedimentation, 
the present coupling is not necessarily sufficient. 

D. Hydrology catchmentkrop growth (MIKE SHEDAISY) 
This coupling is an iterative coupling with data flowing in both directions. How- 
ever, it is not a full integration with the two model codes running simultaneously. 
Therefore, a number of iterations are required until the input data used in MIKE 
SHE (vegetation data simulated by DAISY) generates the input data used in DAISY 
(ground water levels) and vice versa. For example, changes in river water levels 
affect the ground water levels, implying that the crop growth conditions change and 
hence, the DAISY simulated vegetation data used by MIKE SHE to simulate the 
ground water levels are not correct. In such a case, the MIKE SHE simulation has to 
be repeated with the new crop growth data and subsequently, the DAISY simulation 
has to be repeated with the new ground water levels, etc., until the differences 
become negligible. This coupling has been used successfully in previous studies 
(Styczen and Storm, 1993), but may, due to the iterative mode, be troublesome in 
practise . 

E. Sugace water/ground water qualiry (MIKE I I - MIKE 21MIKE SHE) 
In contrary to the full coupling of flows (coupling A) the corresponding water 
quality coupling is a simple one-way coupling with the river. and reservoir models 
providing the water quality parameters in the infiltrating water and uses these as 
boundary conditions for the ground water quality simulations. This coupling is 
sufficient in the present case with respect to the reservoir, where the flow always 
is from the reservoir to the aquifer. The river-aquifer intzraction involves flows in 
both directions, but the return flow from the aquifer to the Danube is very small 
(about 1%) as compared to the Danube flow, and hence, the feedback from the 
ground water quality to Danube water quality is assumed negligible. However, for 
other cases where the mass flux from the aquifer to the river system is important 
for the river water quality, the present one-way coupling will not be sufficient. 
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8. Discussion and Conclusions 

The hydrological and ecological system of the Danubian Lowland is so complex 
with so many interactions between the surface and the subsurface water regimes 
and between physical, chemical and biological changes, that an integrated numer- 
ical modelling system of the distributed physically-based type is required in order 
to provide quantitative assessments of environmental impacts on the ground water, 
the surface water and the floodplain ecosystem of alternative management options 
for the Gabcikovo hydropower scheme. 

Such an integrated modelling system has been developed, and an integrated 
model has been constructed, calibrated and, to the extent possible, validated for 
the 3000 km2 area. The individual components of the modelling system represent 
state-of-the-art techniques within their respective disciplines. The uniqueness is the 
full integration. The integrated system enables a quite detailed level of modelling, 
including quantitative predictions of the surface and ground water regimes in the 
floodplain area; ground water levels and dynamics, ground water quality, crop 
yield and nitrogen leaching from a,an'culturaI land, sedimentation and erosion in 
rivers and reservoirs, surface water quality as well as frequency, magnitude and 
duration of inundations in floodplain areas. The computations were camied out on 
Hewlett Packard Apollo 9000/735 UNIX workstations with 132 MB RAM. With 
a 300 MHz Pentium II NT computer a typical computational times for one of 
the steps described in Section 6.2 (Figure 10) would be 2-10 hr. Thus, although 
the integrated system is rather computationally demanding, the computational re- 
quirements are not a serious constraint in practise as compared to the demand for 
comprehensive field data. 

For most of the individual model components, traditional split-sample valida- 
tion tests have been carried out, thus documenting the predictive capabilities of 
these models. However, this was not possible for some aspects of the integrated 
model. Hence, according to rigorous scientific modelling protocols, the integrated 
model can be argued to have a rather limited predictive capability associated with 
large uncertainties. A theoretical analysis of error propagation in such an integrated 
model would be quite interesting, but was outside the scope of the present study 
which was limited to the comprehensive task of developing the integrated mod- 
elling system and establishing the integrated model on the basis of all available 
data. However, on the basis of the few possible tests (e.g. Figure 7) of the integrated 
model against independent data not used in the calibration-validation process for 
the individual models, it is our opinion that the uncertainties of the integrated model 
are significantly smaller than those of the individual models. The two key reasons 
for this are: (1) in the integrated model the internal boundaries are simulated by 
neighbouring model components and not just assessed through qualified but sub- 
jective estimates by the modeller; and (2) the integrated model makes it possible 
to explicitly include more sources of data in validation tests that can not all be 
utilised in the individual models. Thus, by adding independent validation tests for 
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the integrated model, such as the one shown in Figure 7 on discharges in seepage 
canals, to the validation tests for the individual models, the outputs of the integrated 
model have been subject to a more comprehensive test based on more data and 
hence, must be considered less uncertain than outputs fiom the individual models. 

The environmental impacts of the new reservoir and the diversion of water from 
the Danube through the Gabcikovo power plant can be simulated in rather fine 
detail by the inte,orated model established for the area. The integrated nature of 
the model has been illustrated by a case study focusing on hydrology and ecology 
in the wetland comprising the river branch system. The integrated model is not 
claimed to be capable of predicting detailed ecological changes at the species level. 
However, it is believed to be capable of simulating changes in the hydrological 
regime resulting from alternative water management decisions to such a degree of 
detail that it becomes a valuable tool for broader assessments of possible ecological 
changes in the area. 
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0 r ndvinding s o plande 
og saerlige drikke- 
vandsomrgder 
Debatten omkrhg beslqttelsen af grundvandet p@& med uformindsket 
styrke. Begreber som kildepladszone, in&dingsoplande, infiltrations- 
omrider, beskyttelseszoner og saerlige drikkevandsomider m e r  i luften. 

- er lagt op til anvendelse a f  endog betydelige resourcer i forbindelse 
rued fx tvungne zndringer af zealanvendelse og i forbindelse med udaeg- 
ning af beskyttelseszoner for grundmndsindvindinger. Der ma derfor ogsH 
ofres ressourcer pg at bestemme og prioritere disse o d d e r  bedst muligt. 
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A N D E R S  R E F S G A A R D  

J A N  G R E G E R S E N  

M I C H A E L  BUTTS 
M I C H A E L  K R I S T E N S E N  

Udlzgning af omrlder, hvor der 
p2zgges visse reStriktioner pi arealan- 
vendelsen, h mindsket brug af pestici- 
der og gsdning, for at sikre den fremti- 
dige kvalitet p l  det nedsivende grund- 

’d, vil formentlig blive mere og mere 
indeligt. Man er allerede s m e t  i 

‘iWrdjylhds Amt med egentlig opksb 
af landbrugsareder og efterfslgende 
udkguing til skovbrug. Der vil derfor 
blive brug for trovzrdige metoder til 
udpegning af de omdder, hvor grund- 
vandet egentlig dannes, og formentlig 
ogsl for at vide, hvor lang tid der g5r fra 
grundvandet dannes, til det genfindes i 
indvindingsboringeme. 

I forbindelse med gennemf~relsen af 
Det Strategiske Miljsforskningsprogramogram, 
projekt 1.2 og 2, blev der foretaget 
bestemmelserafgrundvandets dderifor- 
skellige boringer beliggende i forskelli- 
ge dybder og o d d e r ,  se /2/. Disse &- 
ger udgjorde en stor udfordring i for- 
bindelse med kdibrering af en str0m- 
lings og transportmodel. og der blev 

under projektet udviklet et partikel- 
qxmmodul til MIKE SHE modelsy- 
Lnet til b&v&e af transporterede 

partiklers alder, “fsdetid- og sed”. trans- 

I 

a(. 

portveje osv. Dette modul viste sig spe- 
cielt nyttigt i forbindelse med kalibre- 
ringen afstrsmnings- og transportdelen 
i forbindelse med S M P  projekteme, men 
har endvidere siden vist sig utrolig vel- 
egnet til at kaste lys over nogle af de 
begreber, der anvendes i debatten 
omkring beskyttelseszoner. 

Begrebsdefbitioner 
Indvindingsoplandet til en given ind- 
vindingsboring eller gruppe af indvin- 
dingsboringer (kildeplads) kan define- 
res, som det o h d e  i denatersatte for- 
mation indenfor hvilket en tilstede- 
varrende vandpartikel fOr eller siden vil 
mi hen til indvindmgsboringen, se Figur 
1. Dvs. dette o d d e  bestemmes alene 
p i  grundlag af strsmnirgsforholdene i 
det magasin, hvor boringen er filtersat. 
Dette omride fokuseres der fra forskel- 
lig side utroligt meget pi, men o d d e t  
er jo egentligt kun interessant i forbin- 
delse med en forureningssituation, hvor 
forureningen er niet helt ned i det aktu- 
elle grundvandsmagasin. 

Infiltrationsomridet for en given 
boring eller gruppe afboringer kan defi- 
neres som det omride, hvor det oppum- 
pede grundvand dannes via infiltration 
gennem jordens umzttede zone ellervia 
infiltration fra ddomrider og vandlsb, 
se Figur 1 .  Dette omdde ban sagtens - 
som det vil fremgP af det fslgende - lig- 
ge langt fra boringerne og helt udea for 
indvindingsoplandet. Det erdette o d -  
de, der er interessant i forbindelse med 

beskynelsen af grundvandet, idet drik- 
kevandskvaliteten direkte kan p&irke.s 
af kvaliteten af det infiitrtrtnde vand. 

Det engekke begreb capture zone er 
i virkeIigheden en kombination af ind- 
vindingsopland og Mtrationsomxfide, 
idet capture zone kan deheres som det 
(tre-dimensionale) o d d e  indenfor hvil- 
ket vandet s ~ m m e r  til en given boring 
der kildeplads. Her kan der altsl vzre 
tale om et omride, der str;~kker sig over 
flere geologiske lag, og speaelt i for- 
bindelse med forureningsunderssgelser 
er dette o d d e  interessant, se Figur I. 

u G ~ ~ v l e p r ~ e k t e t “  
Miljplstyrelsen startede i 1993 en pro- 
jektpakke, hvis forms blandt andet var 
at udvikle retningslinjer for den over- 
ordnede forvaltning af grundvandsres 
sourceme - det sWdte gummistsvle- 
projekt. Et af projekterne i dette arbej- 
de omhandlede metoder til udpegning 
afindvindingsoplande /I/. Formilet var 
at indsamle og vurdere forskellige meto- 
der til bestemmelse afoplandet til en gi- 
ven indvinding, og derved give ret- 
ningslinjer for en hurtig og realistisk 
udpegning af oplandene i forbindeke 
med vandressourceforvaltg. I denne 
publikation er flere forskelLige, simple 
metoder til bestemmelse af indvin- 
dingsoplande beskrevet og metoderne 
er afprsvet p i  forskellige typiske dan- 
ske lokaliteter. 

Der er endvidere givet et ret akade- 
misk eksempel pi,  hvorledes afstanden 
fra en given indvindingsboring til den- 
nes “punktinfiltration” kan beregnes - 
alrsi infiltrationsoddet, hvor grund- 
vandet til den givne boring primzrt dan- 
nes. F d e s  for metoderne er, at de er til- 
mnnede, kun gzlder under stationzre 
forhold, og at de forudsa-fer kendskab 
til gradient-, transmissiviiets-, kkage- og 
nettonedbsrsforholdene i de berme 
o d d e r -  stsrrelser, derofte kun er kendt 
med endog meget store usikkerheder. 

Alligevel kan det formentlig konklu- 
deres, at disse metoder med en vis ret 
kan anvendes i forbindelse med mindre 
enkeltindvindinger i “ukomplicerede” 
geologiske og hydrogeologiske omgi- 
velser. 

Regionale indvindingsoplande 
Fyns Amt og OdenseVandselskab anmo- 
dede i sommeren 1996 Dansk Hydrau- 
lisk hstitut @HI) om at udpege ind- 
vindingsoplandene til de stsrste kilde- 
pladser i omr5det i mrheden af Oden- 
se i forbindelse med Amtets region- 
pIankortlzgning. DHI har gennem tid- 

\) 4. drgang, Nr. 3, junr 1997 e 105 
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Figur 1. Indvindingsopland, in filtrationsomrdde og "capture zone: 

ligere projekter opstillet, kalibreret og 
anveadt en MIKE SHE baseret hydrolo- 
gisk model til vurdering af konsekvea- 
ser for grundvand og vandbb/vidom- 
rider afat etablere en ny kildeplads ved 
Nr. S@byB/og/4/. Det varderfornatur- 
ligt at tage udgangspunkt i denne model. 

Modellen, som &kker det hydrolo- 
giske opland til Odense A samt visse 
nabooplande - i alt ca. 1000 b2 opl0st 
i et 500 m beregningsnet - indeholder 
b1.a. en tre-dimensional beskrivelse af 
grundvandsstromningeme. I den mate- 
matiske model er geologien simplifice- 
ret til en 5-lags model med et 0vre og et 
nedre grundvandsmagasin adskilt afaqu- 
itarder og med et tyndt lag overst, som 
indeholder den umaettede zone. Model- 
len er kalibreret og valideret mod ti& 
serier afgrundvandspotentider ogvand- 
10bsafstmmninger for en 20-&ig perio- 
de indeholdende bade meget t0rre og 
meget vade perioder. Den forventes 
sorn sadan at kunne give et meget rea- 
listisk billede af de faktisk forekom- 
mende stromningsforhold. Modellen 
indeholder ligeledes en egentlig bereg- 
ning af "nettonedbsren" og de ti& og 
arealmassigt varierende infiltrations 
forhold 

Der er udpeget 15 kildepladser, hvor- 
til indvindingsopIandene onskes bereg- 
net. Fra alle kildepladser fore& der en 
hlig indvinding pa mere end 200.000 
m3. Beregningen af opIandene fore& 
med det nyudviklede partikeltransport- 
modul til MIKE SHE idet der f0rst u-1- 
ges en repraentativ periode, hvorfra 
str0mningsberegningerne skal danne 
basis for de efterfdgende wansportbe- 
regninger. I dette Wide er &ret 1994 
vaIgt som et reprzsenutivt 3r, og trans- 

i\ portberegningerne anvender gentagne 

e 

gange irstidsvariationen i str0mnings- 
forhold. Herefter tildeles beregningse- 
lementeme et antal partMer, og under 
simuleringen bevaeger disse sig med par- 
tikelhastigheden svarende til de aktuel- 
le flux og por0sitetsforhold. Program- 
met holder styr p i  hvilke partikler, der 
havner i i n  af de udvalgte indvindings- 
boringer dvs. hvor kommer denne par- 
tikel fra og hvor& btiver den pumpet 
op. Resultatet af beregningen er s2edes 
et tre-diiensionalt, tidsrelateret ind- 
vindingsopland (capture zone). 

Konkret kan der ud fra beregninger- 
ne produceres figurer, der viser dels ind- 
vindingsoplandene til de enkelte kilde- 
pladser, se Figur 2, dels infiltrationsom- 
ddeme, til de samrne kildepladser, se 
Figur 3. Beregningerne er foretaget i en 
75 irs periode, hvilket svarer til, at der 
er opnkt semi-stationrere forhold med 
hensyn til capture zones. 
Som det fremgAr af Figur 2 er ud- 

strzkningen af indvindingsoplandene 
noget mere kompleks, end man umid- 
delbart ville forestille sig ved anvendel- 
se afmere simple beregningsprincipper. 
I flere afoplandene er der "huller", hvil- 
ket skyldes, at lokale indvindinger 
og/eller lokale geologiske og hydrc- 
geologiske forhold betinger, at vandet 
fra d i e  o d d e r  ikke strrammer til de 
udpegede indvindingsboringer. OpIan- 
det til "Hovedvzrket" strzkker sig uden 
om oplandet til "Eksercermarken" i en 
form, som de frerreste ville kunne bereg- 
ne eller optegne ud fm potentiale- og 
aansmissivitetsforhold. I det hele taget 
vil det formentlig =re umuligt at anven- 
de simple metoder til bestemmelse af 
indvindingsoplande, n k  str0mnings- 
forholdene et styret af en kompliceret 
indbyrdes "kamp" omvandet mellem de 

forskellige kildepladser. 
Figur 3 viser infiltrationsonrideme, 

som her er defineret som de o d d e r  i 
det ~verste beregningslag, hvor partik- 
leme finder ned til indvindingsborin- 
geme. Det fremgir heraf, at 'disse o d -  
der er endnu mere komplekse, og har 
en langt mindre udstraekning, og i flere 
tilfzlde ikke engang ligger inden for ind- 
vindingsoplandene. Det komplekse bil- 
lede af infiltrationsoddeme opstir 
bl.a., fordi der foregk strsmninger i de 
0vre dele af grundvandszonen til vand- 
L b  ogvidodderog til eventudeloka- 
le indvindingsboringer, sorn er filtersat 
i det o m  grundvandsmagasin. 

Lokale inctvindingsoplande 
Birkerod Vandvzrk VS anmodede i 
foriiret 1996 ligeledes DHI om at vur- 
dere en uuende grundvandsforurening 
med henblik p i  at optimere afvzergetil- 
tagene og forudsige de fremtidige kon- 
selmenser for Vandvzrket. Opgaven 
indebar b1.a. opstillingen af en grund- 
vandsmodel for kildepladsen, sorn be- 
st& af 10 boringer /5/. Modellen, som 
dzkker det formodede indvindingsop 
land - i alt ca. 12 Ian2 oplrast i et 50 m 
beregningsnet - er begrarnset til at inde- 
holde grundvandszonen og visse sty- 
rende ovedaderecipienter. De kvartzre 
aflejringer udgpres 0verst af et 5 tiI 20 
m tykt lag af momneler, som underlej- 
res af et regionalt sand-, grus- og siltlag 
med en tykkelse pa op til 40 m. Disse 
aflejringer underlejres i visse dele af 
omridet af et tyndt lag af smeltevand- 
sler, som har ringe vandgennemuaen- 
gelighed, mens det i andre oxmlder 
direkte underlejres afpmkmrtzre kalk- 
aflejringer, sorn udgm det primax-c reser- 
voir for vandindvinding. 
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Sarlige drikkevandsomrhder 

Odense. 

J, 
Modellen er i vertikalen opdelt i 10 

beregningslag, hvilket giver en reali- 
stisk beregning af de tre-dimensionde 
str~mningsforhold, der i hOj grad er sty- 
. -*afindvindingssrmkruren, de omkring- 

mde recipienter (Sjrlss) og udbre- 
~ ~ l s e n  af det tynde lag af smeltevand- 
sler. Der er anvendt s a m e  fremgangs- 
mide somi Odense-projekret til bestem- 
melse a€ indvindingsoplande og W- 
trationsomrider. 

Med den noget h e r e  diskretisering 
a f o d d e t  i 50 m beregningselementer 
ha.r det mre t  muligt at bestemme ind- 
vindingsoplandene og infiltrationsom- 
kiderne til de enkelte boringer p i  kil- 
depladsen, som vist i Figur 4 og 5. Ind- 
vindingsoplandene viser et meget kom 
plekst billede af, h W e  omrider der 
bidrager med vand til de enkelte borin- 
ger - se k indvindingsoplandene til B4, 
B5 og B9, som ud over at vzre "klemt" 
mellem andre oplande m k k e r  uden om 
disse inogle megetkomplekse monstre. 

Infiltrationsohderne er ikke mindre 
komplekse, og er som det fremgk af 
Figur j beliggende langt fra selve ind- 
vindingsboringerne. Dette skyldes, at det 
vand, der inljltrerer p i  selve kildeplad- 
sen, str0mmer via h~ajtliggende sandlag 
direkte mod Sjrlss og denned ikke 
bidrager til ,orundvandsdannelsen til de 
nedre magasiner p i  kildepladsen. Hvis 
man vil beskytte vandkvaliteten i ind- 
vindingsboringerne, skal man altsi sik- 
re, at det i infiltrationso+derne dan- 

nede grundvand har en god vandkvali- 
ret. Det er altsi i dette W l d e  lidt svaert 
at se begrundelsen for at fokusere p i  
den sikaldte kildepladstone, som er 
defineret som omridet mindre end 500 
m fra indvindingsboringerne. 

Forureningssynderen 
En af Birkered Vandmrks boringer er 
forurenet og modellen er anvendt til at 
sandqdigg0re beliggenheden af den 
eller de forurenende virksomhed(er). 
Fig- 6 viser transporttider til den foru- 
renede boring afet konservativt stof, som 
er infiitreret gennem den umzttede 
grundvandszone. Sammenholdt med 
beliggenheden og driftsperioderne af 
mulige forureningskilder er "synderne" 
udpeget. Efterfslgende pr0veboMger 
har med stor s a n d w g h e d  b e h f t e t  
de opstillede hypoteser, og afvrrgetil- 
tag tzt  p& forureningskilden er under 
projektering. 

ur 4. lndvindingsoplande til boringerne ril Birkerod Vandfor- Figur 5. Iniiltrafionsomr~derne til Sirkerd Vandforsynings boringer. 
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Tgur 6. Transporttider til en forurenet indvindingsboring. 

KonkIusioner 
Ovensdende eksempler viser anvende- 
ligheden af en numerisk partikeltrans- 
portmodel kornbineret med en str0m- 
ningsmodel i forbindelse med udpeg- 
ningen af indvindingsoplande og intil- 
trationsomrider. Det er formentlig det 
eneste redskab, der kan bestemme de 
komplekse o d d e r  under hensyntagen 
til aktuelle komplicerede forhold 
omkring geologi, hydrogeologi. indvin- 
dingsrncanster os.  Selv om resultaterne 
- ligesom andre metoder - skal tages med 
de forbehold, som afspejles af usikker- 
hederne p i  bestemmelsen af de str0m- 
nings- og transportmzssige panmetre i 
en numerisk model, kan dette vzre et 
vigtigt redskab i forbindelse med prio- 
riteringen af indsatsen for en bedre 
grundvandskvalitet i fremtiden. 

Partikelmodellen kan endvidere 
anvendes til at bestemme tidsrelaterede 
oplande til enkeltboringer, hvilket er en 
stor hjzlp i forbindelse med udpegnin- 
gen af forureningssyndere, idet disse ' 
inforrnationer sammenholdt med infor- 
mationer omkring mulige forurenings- 
kilder og perioder, hvor disse har kun- 
net forurene grundvandet, kan udpege 
forureningssyndere med stor sandsyn- 
lighed. 
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1. Introduction 
( 

Hydrological models are usually applied under stationary climatological conditions and 
for purposes other than predicting the effects of climate change. Hence, important 

- questions with regard to application of hydrological models within the global environ- 

mental change context are: (a) whether such models are applicable for t h i s  purpose; (b) 

which special test schemes are necessary in order to validate hydrological models for this 

purpose; (c) which special requirements this type of application puts to hydrological 

models; and (d) what are the data requirements for application of hydrological models 

in this context. 

Traditionally, hydrological simulation models are classified in two main groups, namely 

the lumped, conceptual type and the distributed, physically based type. In Section 2, a 

brief description of three different hydrological models are given with respect to model 

structure and data requirements. Two of the models are typical representatives of the 

above two main groups, while the third one represents a mixed approach. 

In Section 3, a test procedure recommended by Klemes (1985) is described briefly. This 

procedure is considered suitable for testing the applicability of hydrological models for 

predicting the effects of climate change. 

In order to test the capability of different types of hydrological models to predict the 

hydrological regime under changed climatological conditions, a comprehensive and 

rigorous testing scheme has been carried out using three hydrological models on data 

from catchments in Zimbabwe. The data from Zimbabwe were chosen so that data sets 

NATO ASI Series. Vol. I 46 
Land Surface Procesxs In Hydrology 
Trials and Tribulations of Modeling and Measuring 
Edited by S. Sorooshim. H. V. Gupta. and 5. C. Rod& 
8 S\pringer-Verlag Berlin Heidelberg 1997 



me capability of the models to simulate runoff without prior calibration on 

&a from the same catchment was dso investigated Some key results are presented in 

Section 4. 

Section 5 presents views on how remote sensing data can most optimally be coupled with 

hydrologid models and provide mutual benefits. finally, in Section 6, a discussion is 

gven on the requirements to hydrological models for coupling to Global Circulation 

Models. 

2. Brief Description of Three Difierent Types of Hydrological ModeIs 
: 1 
i 
\. : - 

The following three models have been used for the Zimbabwe study: 

+ NAM: a lumped, conceptual rainfall-runoff model 

+ WATBAL: a semi-distributed hydrological model 

+ MIKE SHE: a fully distributed, physically based model 

The NAM and MIKE SHE models can be characterized as very typical of their 

respective classes, while the WATBAL falls in between these two classes. All three 

models are being used on a routine basis at the Danish Hydraulic Institute @HI) in 
connection with consultancy and research projects. , 

21 NAM 

NAM is a traditional hydrological model of the deterministic, lumped, conceptual type 

operating by continuously accounting for the moisture contents in four mutually 

interrelated storages. The NAM model was originally developed at the Technical 

University of Denmark (Nielsen and Hansen, 1973) and has been modified and applied 



extensively by DHI in a large number of engineering projects covering all climatic 

regimes of the world Furthermore, the NAM has been transferred to more than 100 
-. 

other organizations worldwide as part of DHI's MME 11 generalized river modeling 

package. 

The structure of the mode1 is ilIustrated in Figure 1. The input data consist of: 

+ Meteorological time series of precipitation on a daily or finer basis, 

potential evaporation on at least a monthly basis, and, if the snow 

routine is advated, temperature. 

+ A set of mode1 parameters defining the hydrological characteristics of the 

catchment. 

+ Groundwater abstractions (optional). 

In its present version, the NAM has a total of 17 parameters; however, in most cases, 

only about 10 of these are adjusted during calibration. 

WATBAL wa developed in the rly 1980s by DHI in an attempt to provide a 

physically based, distributed hydrological model capable of using readily available data 

on land sudace properties (topography, vegetation, soil), yet simple enough to allow 

large-scale applications within reasonable computational requirements. In the following, 

the model is introduced briefly, while more detailed information may be obtained in 

Knudsen et al. (1986). 

WATBAL has been designed to account for the spatial and temporal variations of soil 

moisture. Based on distributed information on meteorological conditions, topography, 

vegetation, and soil types, the catchment area is divided into a number of hydrological 

response units as illustrated in Figure 2, with each unit being characterized by a different 

composition of the above features. 
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Figure 1. Structure of the NAM model. 

These units are used to provide the spatial representation of soil moisture, while 

temporal variations within each unit are accounted for by means of empirical relations 

for the processes affecting soil moisture, using physical parameters particular to each 

unit. 

For a description of subsurface flows, a simple lumped, conceptual approach is applied, 

using a cascade of linear reservoirs to account for the interflow and baseflow 

components (Figure 3). 

In summary, WATBAL provides a physically based, distributed description of the 

processes affecting soil moisture (interception, infiltration, evapotranspiration, and 

percolation), while a conceptual approach is used to represent subsurface flows. In this 

way, WATBAL may be viewed as a compromise between limitations on data availability, 
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the complexity of hydrological response at catchment scale, and the advantages of model 

simpliaty. 
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Figure 2. WATBAL representation of catchment characteristics 
and definition of hydrological response units. 

The exogenous data required to operate the model comprise time series of rainfall on 

at least a daily basis and monthly evaporation data, while necessary model parameters 

ate given in Table 1. 

23 MIKE SHE 

The. European Hydrological System (SHE) was developed in a joint effort by the 

Institute of Hydrology (UK), SOGREAH (France), and the Danish Hydraulic Institute 

@HI). It is a deterministic, fully distributed, and physically based modeling system for 

describing the major flow processes of the entire land phase of the hydrological cycle. 

A description of the SHE is given in Abbott et al. (1986a,b). Since 1987, the SHE has 
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Figure 3. Principal structure of WATBAL 

MIKE SHE solves the partial differential equations for the processes of overland and 

channel flow and unsaturated and saturated subsurface flow. The model is completed 

by a description of the processes of snow melt, interception, and evapotranspiration. 

The flow equations are solved numerically using finite difference methods. 

In the horizontal plane, the catchment is discretized in a network of grid squares. The 

river system is assumed to run along the boundaries of these. Within each square, the 

soil profile is described in a number of nodes which, above the groundwater table, may 
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become partly saturated. Lateral subsurface flow is only considered in the saturated part 

of the profile. figure 4 illustrates the structure of the MIKE SHE. A description of the 

methodology and some experiences of model application are presented in Refsgaard et 

al. (1992) and Jain et al. (1992). 

Table 1. Model Parameters Required by WATBAL 
To#x;RApIIY within each topographic ZQT: 

(- wi selected spdc) 

0 l-th of flw p l a n  
0 . L o p  
o m m i n g h r  
o depression storage 

For eo& typc of vegetation: 

o leof  area indu (tiat varying) 
o root depth (time varying) 

For each t t X t U T C  C ~ D S S :  

o wilt ing point 
o f ie ld  c a p c i t y  
o to ta l  porosity 
o saturated conbct ivi ty  
o averogr suction 

For each topogrlylhic tom: 

o 
o 

VEGETATIOY 

SOIL TYPES 

SUB-SURFACE REGlHE 
threshold value for i n t e r f l w  generation 
two tiwe constants ( i n t e r f l w / p r c o l a t i m  outlets) 

G-ter storage: 

o 
o 

Oranduster area relat ive to catchmnt area 
t i r  constmt of b c e  ftou outlet 

The spatial and temporal variations in the catchment characteristics and meteorological 

input are provided in a series of two-dimensional matrices of grid square codes. A 

number of attributes describing either parametric data or input data is attached to each 

code. A list of the most important data and parameters is shown in Table 2. 

The distributed description in the MIKE SHE allows the user to include and test against 

spatially varying data. MIKE SHE is a multioutput model which, besides discharge in 

any river link, also produces information about water table elevations, soil moisture 

contents, infiltration rates, evapotranspiration, etc. in each grid square. 

MIKE SHE is usually categorized as a physically based model. Strictly speaking, the 

characterization is oniy correct if the model is applied on a~ appropriate scale. A 



number of scale problems arise when the MIKE SHE is set up on a regional sae, 
addition, if there is a considerable uncertainty attached to the basic information, and if 

the spatidly and temporal varying variables (such as groundwater table elevations) 

cannot be validated against observations, MIKE SHE is, on that particular setup, not 
phys jdy  based but rather a detailed conceptual model. In t h i s  case, the calibration 

procedure is ~ d l y  to adjust the parameten with the largest Uncertainties attached, 

within a reasonable range. 

c 
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Figure 4. Schematic presentation of the MIKE SHE. 

An illustration of the outputs simulated by a distributed model like the MIKE SHE is 
given in Figure 5. In this figure, selected results from a two-year simulation of the 422 

km2 h p  catchment are shown. To the left, the spatial distribution of actual 

evapotranspiration, vegetation type, and depth to groundwater table on July 6, 1976 is 

shown. The right column shows the temporal variation of rainfall input, potential and 
actual evapotranspiration, leaf area index, and soil moisture content in the upper 1.5 m 

of one of the 500 m x 500 m grids. 
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Table 2. Important Data and Parameters Required by the MIKE SHE 

QYERM For each grid -re or river Link: 

o ilqicracablekd 

o rctcorologiut rtrtim cede 
o vegctrtim type code 
o soi l  profile codr 

VEGETATION For each vegetrtiarr type: 

o tcpoorsphr 

0 c h s m l ~ t r y  

o 
o rooting depth (tire vrrying) 

For eoch roil typ: 

o retention cum 
o hydrwlic cordrctivity fuutim 

Srturrted hydrrulic conbctivity in 
horizontal ud v e r t i u l  directions: 

o storade coefficients 
o drriruge depth 
o drainage tiat C O n t t M t  

l a f  area irdu (tie varying) 

SOIL ( w s t u r r t c d  rme) 

SOIL (uturrtd ton) 

OTHER o roughness cocfficicntc in each 

o grovdwter .brtrrction doto 

grid -re (wufoce) d for 
river Links 

3. Testing Schemes for Validation of Hydrological Models 

For a long time, the testing of hydrological models through vdidation on independent 

data has been emphasized by the World Meteorological Organization (WMO). In their 

pioneering studies (WMO, 1975, 1986). several hydrologid simulation models were 

tested on the same data from different catchments. The actud testing, however, ody 

included the standard split-sample test comprising an initial calibration of the model and 

subsequent validation based on data from an independent period. 

WMO and UNESCO have included a project for "Testing the transferability of 

hydrological simulation models" (Project D5) as part of the World Climate Programme- 

Water, WMO (1985). The study by DHI (1993) may be viewed as a contribution to the 

WCP-Wat er/DS-project. 

?he hierarchial testing scheme of Klemes (1985) appears to be suitable for testing the 

capability of a model to predict the hydrological effects of climate change. Klemes 

(1985) distinguished between simulations conducted at the same station (catchment) used 



they are not. 

I 

Figure 5. Illustration of selected output generated by MIKE SHE for 
the 422 km' Karup catchment in Denmark 

. I  . _-  



a 
This combines to the definition of four basic categories of typical modeling tests: 

(a) Split-samde test: (Xibration of model based on 3-5 years of data and validation 

on another period of similar length. 

(b) Differential rnlit-sarnde test: Calibration of model based on data before 

catchment change occurred, adjustment of model parameters to characterize the 

change, and validation on the subsequent period. 

(c) Row-basin test: No direct calibration allowed, but advantage of information 

from other gauged catchments may be take= Hence, validation will comprise 

identification of a gauged catchment deemed to be of similar nature as the 

validation catchment, initial calibration, transfer of model including adjustment 

of parameters to reflect actual conditions within validation catchment, and 

validation. 

(d) Prom-basin differential miit-samr>le test: Again, no direct calibration is allowed, 

but information from other catchments may be used. Thus, validation will 

comprise initial calibration on other relevant catchment, transfer of model to 

validation catchment, selection of two parameter sets to represent the period 

before and after the change, and subsequent validations on both periods. 

4. Test of Hydrological Models for Runoff Simulations Under Varying CIirnate 
Conditions in Zimbabwe 

The following is based on results from a research project conducted at Danish HydrauIic 

Institute @HI, 1993). 
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Figure 6. Isations of the three catchments in Zimbabwe 

A brief data collection/field reconnaissance to Zimbabwe was arranged to obtain 

relevant information. This included basic hydrometeorological data comprising daily 

e 
series of rahfall and runoff and monthly series of pan evaporation. Detailed informa- 

tion on land use was obtained through subcontracting the University of Zimbabwe to 

prepare land use maps based upon 1:25,OOO aerial photographs, while information on soil 

and vegetation characteristics was collected from various institutions and relevant 

literature. Furthermore, 150,OOO topographical maps were collected and digitized. 
-4 
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Catchment Area (bd) Per i o& Average r a i n f a l l  
(mn/year) 

Ngcri -South loo0 1971fR - 74/75 896 

a n  
L d i  254 I 9 7 1 R  - 75/76 91 5 

1975f76 - 78/79 

198lM2 - 83/84 497 

Ngezi-North lo40 997?/78 - 7 0 m  607 
+ 81/82 - 8W8L 

a 

a 
bqb 

Average mff 
tnnfyesr)  

179 

128 

171 

a 
47 

Finally, available data on vegetation characteristics, soil characteristics, hydrogeoIogy, 

and water rights were obtained. A more detailed description is given in DHI (1993). 

Some of the key features for the three catchments are presented in Tables 3 and 4. It 

is noticed from the rainfall and runoff figures in Table 3 that there are very large 

variations between some of the periods. From Table 4, it appears that there are 

significant differences in the vegetation and soil charactenstics from catchment to 

catchment. 

Table 3. Catchment Areas, Modeling Periods, Rainfall, and Runoff Values for the Three 
Zimbabwean Test Catchments 

4.2 Testing Scheme 

The testing scheme for the Zimbabwe study carried out in DHI (1993) is illustrated in 

Table 5. The testing of the involved models has been undertaken in parallel and in the 

following sequence: 

A: Split-sample test based on data from Ngezi-South comprising an initial 

dibration of the models and a subsequent validation using data for an 

independent period. 



Roxy-bsin test. Transfer of mod& to the Lundi catchment, adjustment of 
parameten to refled the prevdhg catchment characteristics, and validation 

wi;hout any calibration. 

(C): Same as above, but adjusted by allowing model calibration based on one Yea 
of runoff data 

B: Differential split-sample test Model calibration based on data from an initid 

calibration period and validation based on data from a subsequent period. The 
differential nature of this test is justified by the fact that the later independent 

period includes three successive years (1981/82-1983/84) with a markedly lower 

rainfall than otherwise and, hence, represents a nonstationary climate scenario. 

D: Proxy-basin differential split-sample test. Transfer of models to the Ngezi-North 

catchment, adjustment of parameters to represent the catchment characteristics, 

and validation by runoff simulation over a nonstationary climate period. 

0): Same as above, while allowing models to be calibrated using a short-term (one 

year) record. 

In this paper, only the results from tests A, C, and B are presented. 

4.3 PeT$ommce ciitrria 

For measuring the performance of the models for each test, a standard set of criteria has 
been defined. The criteria have been designed with the sole purpose of measuring how 
closely the simulated series of daily flows agree with the measured series. Due to the 

generalized nature of the defined model validations, it has been necessary to introduce 

several criteria for measuring the performance with regard to water balance, low flows, 

and peak flows. 
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S o i l  depth range (m) 0 - 2.5 m 0 - l m  0.5 - 6 I 

Saturated hydraulic c o r d x t i v -  Range: 1 - EO Range: 1 - 70 Rmge: 2-100 
i t y  i n  root zone soi l  Average: 8(1 Average: 60 Average: 50 . ( m h w r )  

, root zone soi t  <vel 2) Average: 12 Average: 11 Average: 17 
Availabic uater contmt in Range: 10 - I& R-e: 10 - 12 R e :  9 - 29 

The standard set of performance criteria comprises a combination of graphical plots and 

numend measures. The graphical diagrams used include joint plots of the simulated 

and observed hydrographs, scatter diagram of monthly runoffs, flow duration curves, and 

scatter diagram of annual maximum discharges. To support the graphical presentations, 

various numerical measures are computed, including the overall water balance, the Nash- 

Sutciiffe coefficient (R2), and an index (EI) measuring the agreement between the 

simulated and observed flow duration cumes. Furthermore, additional measures for 

each hydrological year are computed. 

Table 4. Land Use Vegetation and Soil Characteristics Estimated from Available 
Information and a Brief Field Visit 

The coefficient R2, introduced by Nash and Sutcliffe (1970), is computed on the basis 

of the sequence of observed and simulated monthly flows over the entire testing period 

(perfect agreement for R2 = 1): 

M M 

m-1 m-1 
~2 = 1 - c (Q: - ~ $ 1  c (Q: - 6”)’ 

where: 



M . total number of months; 

& = simulated monthly flows; 

c = observed monthly flows; and 

Go = average observed monthly flows over the entire period. 

Table 5. Model Validations, Zimbabwe 

The flow duration curve ekor index, EI, provides a numerical measure of the difference 

between the flow duration curves of simulated and observed daily flows (perfect 

agreement for EI = 1): 

where: 

fo(q) = flow duration curve based on observed daily flows; and 

f,(q) = flow duration curve based on simulated daily flows. 

Thus, the above criteria measure the extent to which the models are able to provide an 

accurate representation of the overall water balance, whether major discrepancies for 



individual years occur, the overall accuracy of the simulated series of monthly flows, and 

its capability to represent the overall pattern of the daily flows, that is, the frequency of 

Occurrence of low, medium, and high flows. In spite of its incompleteness, the above 

criteria provide a reasonable summary of the overdl model performance. 
0 

4.4 RsuLtr of M& V W n s  

la, Sdit-samde test: This test is based on data from Ngezi-South and comprises an 

initial calibration of the models and a subsequent validation using data for an 

independent period. The main results are summarized in Table 6. 

As indicated by this table, the performance of all three models is generally very similar. 

All models are able to provide a close fit to the recorded flows for the calibration period 

while, for the independent validation period, the performance is somewhat reduced as 

expected. The reduction is, however, limited, and all models are able to maintain a very 

good representation of the overall water balance, the interannual and seasonal 

variations, as well as the general flow pattern. 

/cl Prom-basin test (unpauged catchment]: This test comprises a transfer of models to 

the Lundi catchment, adjustment of parameters to reflect the prevailing catchment 

characteristics, and validation without any calibration. 

The proxy-basin test was arranged to test the capability of the different models to 

represent runoff from an ungauged catchment area; hence, no calibration was allowed 

prior to the simulation. For all models, three alternative runoff simulations were 

prepared, reflecting an expected low, central, and high estimate, respectively. 

All models have used the experience from the Ngezi-South calibrations in combination 

with the available information on the particular catchment characteristics for Lundi. 

While the N r u l  model has used this information in a purely subjective manner to revise 

model parameters, both the WATBAL and Mu(E SHE models have used this 
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As an example of the model performance, the hydrograph simulated by the MME SHE 
is shown in Figure 7 for two of the years, together with the flow duration cuwes and the 

scatter diagram of monthly discharges for the entire five year validation period. A 

summary of the main results of the proxy-basin tests is given in Table 7. 
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In general, all models provide an excellent representation of the genera? flow pattern yet 

with some discrepancies for the small and/or larger peaks. As seen in Table 7, !he best 

R2 

E l  

. ' - 8 9  -86 -84 

-74 *M .Bo 



1973I74 m k  
2 0 0  

- Observed. 160 - - Simulated. 
12 0.- - 

80-  - 
40-- 1 :: 

I. ': 
OCT t A N 0 V  -1 H A Y  I JUN 

malt 
200, 

Monthly Discharges flow Duration curves 

Legend: - lded 
S E  

lOC 

8C 

6C 

4c 

2c 

C 

Legend: - obs. ... S H  

T i  of Excecdonce (pet) 

10 20 30 40 
Discharge (rna/s) 

Figure 7. Lundi MIKE SHE (central estimate) proxy-basin test hydrographs from two 
of the years, together with flow duration curves and scatter diagram of monthly 
discharges for the entire period. 
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The overall performance of the central estimates by the NAM and MIKE SHE modeIs 

is somewhat reduced compared to validation r u b  for the Ntgezi-South catchment as 

expected when no calibration is possible. The estimates would, however, still be very 

valuable for all practical purposes. For the WATBAL model, the central estimate is 

even better than obtained for the validation period for Ngezi-South, providing for a very 

accurate representation of observed runoff record. 

1 Differential d i t - s a m ~ l e  test lnonstationarv climate): This test consists of model 

calibrations based on data from four wet years (1971-76) and validation on data 

from three very dry years (1981-84). The purpose of this test is to assess the 

capability of the models to do simulations during nonstationary time periods. 

€lest Awailable Copy 



As an cxampIe of the model performance, the hydrograph simulated by the MIKE SHE 
is shown in Figure 8 for two of the years, together with the flow duration cumes and 

scatter diagram of monthly discharges for the entire five-year validation period. A 

summary of the main results of the differential spIit-sample tests is given in Table 8. 
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72m 371 2 

nn4 1,385 460 

76/75 1,Q46 217 

75/76 857 89 

Table 8. h d i .  Summarg of Differential Split-Sample Test Results. All flows are in 
mm/year. 
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As evident from the plots of the associated hydrograph, the MIKE SHE is capable of 

reproducing the intermittent pattern of the measured hydrograph during the very dry 

period comprising a small number of very small peaks and intermediate periods with nil 
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Figure 8. Lundi MIKE SHE daerential split-sample test hydrographs from two of the 
validation years together with flow duration curves and scatter diagram of monthly 
discharges for the entire validation period. 
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or insignifcant flows only. The same conclusion appIies in general to the other two 
,- 

i models @HI, 1993). 

a 
The WATBAL model, however, grossly overestimates the peaks in the relative sense, 

causing the simulated average runoff to be about twice of that measured (15 mm 

compared to 8). For the NAM and MIKE SHE models, a much better performance is 

obtained, providing a quite accurate representation of the measured record in general. 

The related statistics are poorer than in the other testing schemes, but it should be noted 

that even small deviations causes poor statistics when mean flows are as low as in this 
case. 

The following conclusions are based primarily on the results shown above; however, 

some of the other results of the original research project @HI, 1993) are also referred 

to. 

In view of the difficult tasks given to the models involving simulation for ungauged 

catchments and nonstationary time periods, the overall performance of the models is 

considered quite impressive. The overall water balance agrees within+25% in all cases 

but one, and good results are achieved without balancing out excessive positive and 

negative deviations within individual years. In most cases, the models score an R2 value 
_. 
. at about 0.8 or greater and an EI-index generally above 0.7. 

In addition to the above general comments, the following is noted with regard to the 

specific types of validations undertaken. 

For the split-sample test, the NAM, WATBAL, and MlKE SHE models generally exhibit 

similar performance. All models are able to provide a close fit to the recorded flows for 

the calibration period, without severely reducing the performance during the 

independent validation period. Hence, this test suggests that, if an adequate runoff 

0 
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period for a few (3-5) ytan udsts, Of the models could be used as a reliable tool for 

filling in gaps in such records or used to extend runoff series based on long-term raidall 

sefiu. Considering the data requirements and efforts involved in the setup of fie 

different models, however, B simple model of the NAM type should generally be selected 

for such tasks. 

e/ 

For the proxy-basin tests, designed for validating the capability of the models to 

represent flow series of ungauged catchments, it had been expected that the physically 

based models woufd produce better results than the simple type of models. The results, 

however, do not provide unambiguous support for this hypothesis. 

A31 three models generated good results, with the WATBAL providing slightly more 

accurate results than the others. Therefore, for the Zimbabwean conditions, the 

additional capabilities of the MIKE SHE as compared to the WATBAL, namely the 

distributed, physically based features relating to subsurface flow, proved to be of little 

value in simulating the water balance. 

2 
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For the proxy-basin tests, it is noticed that the uncertainty range represented by the low- 

high estimates is significantly larger for the NAM than for the WATBAL and 
MIKESHE cases. This probably reflects the fact that parameter estimation for 

ungauged catchments is generdly more uncertain for the NAM, the parameters of which 

are semi-empirical coefficients without direct links to catchment characteristics. 

A general experience of the modified prowbasin tests is that allowing for model 

dibration based on only one year of runoff data improves the overall performance of 
all models. The improvement appears to be particularly significant for the N A M  model, 

which also showed the largest uncertainties in the cases where no calibration was 

possible. 

, - 
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For the differential split-sample tests, all models have been able to simulate flows of the 

right order of magnitude and correct pattern Thus, all models have proved to be able 



- to simulate the runoff pattern in periods with much reduced rainfall and runoff as 

compared to the dibration period. 

On the basis of these results, there appears no immediate justification for using an 

advanced type of model to represent. flows following a significant change of rainfall, 

providing a number of years as available for calibration purposes. It is tempting to 

extend this finding to suggest that the simple type of model could be used to assess the 

impact of climate change on water resources. However, it should be recognized, that the 

above results cannot fully justify such a hypothesis, because a long-term climate change 

would probably bring about changes in vegetation and their evaporation. This type of 

unstationarity has not been adequately tested. 

In summary, the results of the comprehensive validations suggest that, given a few years 

of runoff measurements, a lumped model of the NAM type would be a suitable tool 

from the point of view of technical and economical feasibility. This applies for 

catchments with homogeneous climatic input as well as cases where significant variations 

in the exogenous input are encountered. 

For ungauged catchments, however, where accurate simulations are critical for water 

resources decisions, a distributed model is expected to give better results than a lumped 

model, if appropriate information on catchment characteristics can be obtained. 

5. Optimal Interaction Betwoeen Hydrological Models and Remote Sensing 

A considerable amount of spatial information on several hydrological variables can now 

be provided by use of remote sensing techniques. Such data represent new sources of 

information with potentially large scopes for practical application in hydrology. 

However, with the exception of snowcover data, remote sensing has generally not been 

used operationally €or hydrological purposes until now. One of the reasons for this gap 

between the potential and the realized utilization appears to be the uncertainties in 

interpretation of such data. 
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mu, it is realized that both remote sensing data and hydrological model predictions of 

fie m e  variables, eg., soil moisture or actual evapotranspiration at a certain grid, will 

contain uncertainty. Therefore, it is suggested that an optimal way of combining the 

information from those two sources would be to feed in the remote sensing data to the 

hydrological model by use of some updating (data assimilation) technique such 

Kalman filtering. In th is  way, the most likely value of the hydrological variables can be 

found by weighting of the remote sensing and the model estimates by explicitly taking 

the respective uncertainties in the two methods into account. 
. -\ 
/ 
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It appears evident that such interaction between remote sensing data and distributed 

hydrological models will prove to be of immense importance for the further 

developments and applications of both methods. 

6. Discussion 'of Requirements to Hydrological Models for Coupling to Global 
Circulation Models for Climate Change Modeling 

In order to ensure and verify accurate predictive capabilities for nonstationary climatic 

conditions, a hydrological model needs to undergo a more advanced test procedure than 

the standard split-sample test. In this paper, the hierarchial test scheme, onginally 

proposed by Wemes (1985), has been successfully used. 

- 

The present type of hydrological models are, in general, suitable for runoff simulations 

under nonstationary conditions. This does not mean that all hydrological models are 

suitable, nor that research and improvements are not required; but rather that it will be 
possible to identify models which are suitable, either directly or after minor 

modifications. Whether the same hydrological models are adequate also for simulation 

of other hydrological variables than runoff under nonstationaxy conditions has not been 
addressed in the present paper. 
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Based on the results presented in this paper as we11 as the experience of the author, the 

mnoff data requirements for calibration of hydrological models may be summarized as 

follows: 

+ ~n general, 3-5 years of runoff ciati are sufficient to cany out 4 accurate 

dibration. More data are likely to improve the accuracy further, but' most 
often only marginally. 

However, even a calibration against only one year of runoff data is most often 

sufficient to remove the main part of the prediction uncertainty. This is 

particularly true in cases where calibration is possible on longer time series from 

neighbouring catchments with a similar hydrological regime. 

Hence, assuming limited availabiIity of resources for collection of runoff data, a 

combination of long time series from a few stations and short time series from many 

stations will be optimal. 

For simulation of other hydrological variables such as evaporation and energy flux to the 

atmosphere, it will be necessary to carry out calibration/validation on the same data 

types. In such a case, it is not sufficient to calibrate against runoff da ta  

In relation to global change, a coupling between Global Circulation Models (GCMs) and 

hydrological models is interesting. In this regard, two issues are important, namely the 

scale of operation and the processes and outputs being described on that scale: 

Scale of oDeration. A GCM usually operates with a resolution which is much larger than 

the typical resoIution of a lumped catchment model (lOO-5OOO km2), which again is much 

larger than the grid size in a distributed catchment model (0.01-25 km'). Thus, seen 

from the GCM point of view, the resolution of the output from the lumped hydrological 

model is sufficient. On the other hand, for application of GCM output in hydrological 

models, a transformation to a finer resolution is required. This disaggregation must take 

into account, among others, the effects of the local topography. 



By use of distributed, physically based models, among others, the following outputs may 

be generated on a grid basis: 

4 runoff, 

+ soil moisture, 

+ surface temperature, 

+ evaporation, i.e, water flux to the atmosphere, 

+ energy flux into the soil, and 

4 energy flw to the atmosphere. 

A GCM generates outputs in terms of precipitation, temperaturem and radiation. A 

GCM, on the other hand, requires information on energy and water flux from the land 

surface as boundary conditions. 

Thus, it is seen that some types of distributed, physically based hydrological models and 

GCMs can provide each other with the necessary information required for a successfi~l 

coupling, whereas the traditional lumped, conceptual hydrological model cannot provide 

outputs with regard to energy flux to the atmosphere. 

Global environmental change is an extremely complex issue, where changes may appear 

successively in different parts of the ecosystems. For instance, with regard to hydrology, 

a climate change will cause changes in vegetation characteristics: farmers may choose 

other crops, the time variation of root depths and leaf area index may change, etc 

These changes are not straightfornard to incorporate in hydrological models. Iumped, 

conceptual models cannot take such changes into accountat all, whereas it is possible to 

some extent to consider such aspects in distributed, physically based models. 

- I  
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Abstract. A modelling system that combines the hydraulic simulations of the canal and 
hydrological simulations of the imgated command is introduced. It uses MIKE 1 1  and MIKE 
SHE, two well-established modelling systems, for the hydraulic and hydrological simulations 
respectively. In  addition, i t  also has an irrigation scheduling module and a crop growth module. 
The modelling system is applied to the Mahanadi Reservoir Irrigation Scheme. a large irrigation 
project in Central India. The results show that presently a significant amount of water is wasted 
in the command during the monsoon season. It  is demonstrated that the minimization of this 
wastage could lead to a substantial crop production in the subsequent dry season. Furthermore, 
the simulations illustrate the versatility of the modelling system for planning and analysing the 
various aspects of an irrigation project. 

Key words: command hydrology, crop growth, India, imgation management, Madhya Pradesh. 
modelling 

Introduction 

Irrigated agriculture plays a critical role in the economic and social develop- 
ment of the nonindustrialized nations in the world, particularly in South-Asia. 
Irrigation is directly responsible for complete self-sufficiency or surplus of 
food production in India, Pakistan and Sri Lanka (Chambers 1988). It has also 
increased employment opportunities and improved the economic conditions 
of agricultural labourers (Chitale 1994). 

However, in spite of these benefits, the return from the phenomenal invest- 
ments in large irrigation projects in the region has been disappointing. The 
major irrigation projects perform at a low overall efficiency of 30-35% (San- 
muganathan & Bolton 1988). It is also estimated that owing to industrial and 
municipal needs, the percentage share of the water resource to the irrigation 
sector will decline steadily in the future (Biswas 1994). Thus, in future, imga- 
tion has to become efficient and produce more with less water. This realization 
has shifted the focus of the policy makers and researchers to the improvement 

0 
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Figure 1. Outline of modules and their interrelations in the integrated modelling system. 

of canal imgation performance through main system management (Chambers - 
1988; Lenton 1994; Loof et al. 1994). 

Over the years, several mathematical models have been developed for 
canal operation and automation (Clemmens & Replogle 1989; Loof et al. 
199 1 ; Malaterre 1995). These models are either upstream-control oriented or 
downstream-control oriented; and employ either local or central criteria to 
handle scheduled, arranged or on demand methods of water delivery (Reddy 
1990; Merkley & Walker 199 1). However, these operational models con- 
centrate exclusively on the hydraulic aspect of the canal system and do not 
take the hydrology of the irrigated command into account. Further, some of 
these models assume a priori-knowledge of the irrigation demand, though a 
standard deviation of 3040% of the mean is possible in seasonal irrigation 
demand estimates (Mizyed et al. 1991). 

In the present paper, a modelling system is presented in which the hydraulic 
simulations of the canal system and the hydrological simulations of the irri- 
gated command are conducted simultaneously. The model is applied to a 
major canal irrigation project in India and its advantages in efficient irrigation 
planning are presented. 

Description of the modelling system 

I The developed modelling system has a modular structure (Fig. 1). The core 
of the system is the Cunrruller module, which controls and steers data flow 
among various modules. The details of the different modules are as follows. 

v 

Hydraulic module 
/ 

e 
_ -  The transport of water through the canal system is modelled using the hydro- 

dynamic module (HD) of the MIKE I !, the one-dimensional river simulation 
Zb9 
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Figure 2. Schematic representation of the MIKE SHE model structure. 

modelling system (Havnp) et al. 1995). MIKE I I  HD solves the Saint-Venant 
equations, transformed to a set of implicit finite difference equations, using 
double sweep algorithm (Abbott & Ionescu 1967; Abbott 1979). It includes 
the description of flow over a variety of hydraulic structures, generally encoun- 
tered in an imgation system. It also includes the possibility of simulating the 
operation of gates or head regulators in canals. 

Hydrological module 

The water movement in the irrigated command is modelled by MIKE SHE, a 
generalized mathematical modelling system capable of describing the entire 
land phase of the hydrological cycle in a given command. The model area 
is discretized by two analogous horizontal-grid square networks for surface 
and ground water flow components. These are linked by a vertical column of 
nodes at each grid representing the unsaturated zone (Fig. 2). A finite differ- 
ence solution of the partial differential equations, describing the processes of 
overland and channel flow, unsaturated and saturated flow, interception and 
evapotranspiration, is used for water movement modelling. A brief descrip- 
tion of the components of MIKE SHE is given in the following. For a more 
detailed description, see Abbott et al. (1986 a, b) and Refsgaard and Storm 
(1 995). 
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Interception and evapotranspiration component 
The interception process is modelled by introducing an interception storage, 
expressed as a function of leaf area index (Jensen 1983). The actual evapo- 
transpiration is calculated based on the potential evapotranspiration using the 
Kristensen and Jensen model (Kristensen & Jensen 1975). Here, the actual 
evapotranspiration rate is further adjusted according to vegetation density and 
water content in the root zone. 

Overland and channeljow component 
The overland flow process is simulated in each grid square by solving the two- 
dimensional diffusive wave approximation of the Saint-Venant equations. For 
the river drainage network channel flow is calculated on the basis of the one- 
dimensional form of the equation which is solved in a separate node system 
located along boundaries of the grid squares. However, as MIKE SHE’S 
channel flow component can not handle the effects of hydraulic constrol 
structures, the calculation of channel water levels and flows in the present 
integrated modelling system is instead taken care of by the hydrodynamic 
module of MIKE 11 described above. 

Unsaturated zone component 
Soil moisture distribution in the unsaturated zone is calculated by solving the 
one-dimensional Richards’ equation. Extraction of moisture for transpiration 
and soil evaporation is introduced via sink terms at the node points in the root 
zone. Infiltration rates are found by the upper boundary that may be either 
flux controlled or head controlled. The lowest node point included in the 
finite difference scheme depends on the phreatic surface level, and allowance 
is made for the unsaturated zone to disappear in cases where the phreatic 
surface rises to the ground surface. 

Saturated zone component 
The ground water flow is modelled using an implicit finite difference solution 
of the two-dimensional nonlinear Boussinesq equation for an unconfined 
aquifer. The interaction between the streamflow and groundwater systems is 
calculated on the basis of water levels in the river system and the ground 
water tables. 

Irrigation scheduling module 

The irrigation scheduling module is based on water balance technique and 
uses either the soil moisture approach or the water level approach. in  the soil 
moisture approach, the irrigation demand is initiated when the soil moisture in 
the root zone r laches a critical value, defined in terms of available soil water 
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and maximum allowable depletion (MAD). In the water level approach, used 
exclusively for paddy (except during ripening and grain formation stages), 
irrigation demand is initiated when the water level on the field surface reaches 
a lower limit. The water levels are defined as a function of crop growth 
stage. These approaches are similar to those proposed by Singh et al. (1995) 
and Azhar et al. (1992), respectively. However, here MIKE SHE does the 
water balance calculations, based on which the irrigation scheduling module 
calculates the irrigation demand. 

- 

Crop growth module 

The crop growth module involves dynamic modelling of leaf area index and 
yield, i.e. dry matter production, based on phenological parameters describing 
the crop development (Thomley 1976; Hansen et al. 1993). The governing 

’ equations are as follows. 

d Y  
d t  
- = 

where Y = dry matter production, g/m’; R = initial relative growth rate; S = 
senescence parameter; t = time (days after crop emergence); SLA = specific 

, leaf area, m2/g; tmaz = time to maximum LAI, days; a, D = leaf area damping 
parameters, RD = root depth, m; and RD,,, = maximum root depth, m. 

Daily potential and actual yields, leaf area index and yield loss due to 
moisture stress are the main outputs from this module. The yield loss due to 
water stress follows the FA0 relationship (Doorenbos & Kassam 1979), mod- 
ified by replacing evapotranspiration terms with transpiration. The modified 
relationship is as follows. 

Eat 
n 

(1 - -) ya = cq1- -) 
Yrn i= 1 Emt (4) 

where Yo, Y, = actual and maximum yields; Eat = actual transpiration, &t 

= maximum transpiration that would have occurred if there had been no water 
stress; Ky = yield response factor; and i = crop growth stage. 
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Equation (4) perfoxms better than the original FA0 relationship when 
used with the Kristensen and Jensen model (Jgrgensen 1995). Eat and Emt in 
Eq. (4) are estimated by deducting the soil evaporation from the actual and 
maximum evapotranspiration values, where the soil evaporation and actual 
evapotranspiration are estimated using the Kristensen-Jensen model. 

Since parameters R, S,  SLA, a and D in Eqs. (1) and (2) are not readily 
available, a provision is made to fit the.growth curves according to the user 
specified maximum LAI, time to maximum LAI and maximum root depth. 

. Coupling of modules in the modelling system 

The different modules in the modelling system operate interactively. For 
example, the hydraulic module receives the irrigation demand from the con- 
troller, while it sends the information about the hydrodynamic state of the 
canal system to the controller that transmits it to the hydrological module. The 
hydrological module then perfoms the water balance calculations and sends 
infomation about the state of the individual fields in terms of potential and 
actual evapotranspiration, effective and maximum moisture content integrat- 
ed'over &e root depth, recharge to the ground water and depth of the ground 
water table to the controller module. The controller module then transmits 
this information to the irrigation scheduling and crop growth modules. Based 
on the information received, the irrigation scheduling module calculates the 
irrigation demand and sends it to the controller module, whereas the crop 
growth module calculates the crop yield, and so on. 

11--- 

- 

Case study 

The modelling system is applied to the Mahanadi Reservoir Irrigation Scheme 
(MRP), situated in the southeastern part of Madhya Pradesh, India, between 
latitude 20' and 2 2 O  N and longitude 81' to 83O E. Data on various aspects of 
the command area viz. topography, geology, soils, crops, main canal system 
and daily canal releases during 1991-1993 are obtained from the Irrigation 
Department, MRP. 

I 

Project description 

The MRP complex consists of six interlinked reservoirs (Fig. 3). It is designed 
to irrigate an area of 374 000 ha in kharif (monsoon) season (July-October) and 
131 OOO ha in rabi (winter) season (November-February), through five inter- 
linked canal systems, besides meeting the municipal and industrial demands 
in the adjoining area. Flowever, in the present study, only the Mahanadi main 

./ Zb? 
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Figure 3. Mahanadi reservoir irrigation scheme (MRP). 

canal command, which accounts for 197 460 ha of the design area, is used 
for modelling. 

The climate is subtropical with three well-defined seasons. The average 
annual rainfall recorded at Raipur is 1100 mm, 90% of which occurs during 
southwest monsoon (June to September). The topography is predominantly 

a 
,L?'L 
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Month 

Figure 4. Mahanadi main canal releases during 1991-1993. 

flat, with 50% of the command having less than 1 % slope. The major agricul- 
tural crops are paddy during kharif season and wheat, pulses and vegetables 
during rabi season. 

The soils in the command are broadly classified as heavy (clay loam) and 
light (sandy loam) covering 71 % and 29% of the area, respectively. 

Main canal system 
The Mahanadi main canal is 116 km long with a design discharge capacity 
of 391 m3/s at the head end. It supplies water to four branch canals, several 
distributaries and field outlets. The main and branch canals are lined. The 
main canal, branch canals and distributaries are each equipped with a head 
regulator. In addition, four cross regulators are provided along the main canal. 

Figure 4 presents the daily releases to the main canal during 1991-1993. 
It is evident from the figure that the irrigation releases are presently limited 
to only kharif season. 

Setup preparation 

Hydraulic module 
The setup preparation for the hydraulic module involves specifications of 

, 
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canal cross-sections, head and cross regulators, upstream and downstream 
boundary conditions and seepage losses in the MIKE 11 HD. 

To reduce the computational requirements, the canal system is simplified 
here. Consequently, the main canal is included in the model setup whereas 
the branch canals and distributaries are merged to 16 distribution channels. 
The function of these distribution channels is to direct the correct amount 
of water from the main canal to the command. This is done by calculating 
the release from the main canal through the head regulators at the upstream 
end of the distribution channels. A constant head boundary condition is used 
at the downstream end of these distribution channels. This implies that the 
unsteady flow conditions are not modelled in these channels. For seepage loss 
in canal system, a value of 0.4 m3/s/Mm’ of water surface area is used against 
Government of India recommendation of 0.3 m3/s/Mm’ of wetted perimeter 
(Ministry of Irrigation 1984). 

Hydrological module 
The setup preparation for the hydrological module involves specifications 
of topography, geology, soil distribution, meteorological characteristics, soil 
physical characteristics and vegetation data for the command. 

The setup here is also simplified to represent 64 fields, i.e. each distribution 
channel is linked to four fields, two each for heavy and light soils. Fig. 5 
presents the modified setup for hydraulic-hydrological module linkage. 

Daily data on rainfall and pan evaporation for three years, Le. 1991 -1 993, 
are obtained for a climatological station in Raipur from the Meteorological 
Department, Indira Gandhi Agricultural University, Raipur. Fig. 6 presents 
the daily rainfall and pan evaporation data. 

Data on soil physical characteristics viz. field capacity, wilting point and 
soil water retention curve are determined from the literature (Katre 1992). The 
saturated hydraulic conductivities are estimated from double-ring infiltrome- 
ter test results (Agrawal 1994). Table 1 presents the physical characteristics 
of soils.in the command. The crops considered here are paddy, transplant- 
ed and direct sown, in kharif season and wheat, mustard, gram and potato 
in rabi season. Data on areal distribution, leaf area index and maximum 
root depth of crops is obtained from the Irrigation Department, MRP and 
Agronomy Department, Indira Gandhi Agricultural University, Raipur. Crop 
coefficients, K,, for Indian conditions, and yield response factor, K,, are 
determined from literature (Mazumdar 1983; Doorenbos & Kassam 1979). 
Table 2 summarizes the relevant information. 

Irrigation scheduling module 
In this module, the maximum allowable depletion (MAD) values in the soil 
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Table I. Physical characteristics of the MRP soils. 

1993 

I 

Soil Texture Field Wilting Saturated 
Sand Silt Clay capacity point hydraulic 

5% 7G 9% VOl. %I Vol. 5% 7 m/s 
conductivity 

Light 40.5 31.5 27.0 29.1 9.8 1.0 x 10-5 
Heavy 32.5 27.5 40.0 34.2 16.7 7.0 x 
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moisture approach and water levels on field surface in the water level approach 
are specified. In the soil moisture approach, MAD value of 0.50 is used 
(Stegman 1983). In the water level approach, the water levels recommended 
by Doorenbos and Kassam (1979) at different growth stages of paddy are 
used. a The irrigation scheduling module works for both the 'rotational' and the 
'on demand' schedules (Case I and II described below). However, for a rota- 
tional schedule its application is limited to supplying irrigation water to the 
fields during periods where water is available in the local distribution channel %'' 
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T d l e  2. lmponant features of the selected crops. 

I 

~ 

Information Crop 
Paddy Paddy Wheat Gnm Mustard Potato 
0' (DS)" 

Duration (days) 

Sowing period 
(week no.) 

Maximum 
yield ( t o h a )  

KC 
-Establishment 
-Vegetative 
-Flowering 
-Yield formation 
-Ripening 

KY 
-Establishment 
-Vegetative 
-Flowering 
-Yield fo&nation 

and ripening 

120 

26-28 

3.5 

1.10 
1-10 
1.10 
0.95 
0.95 

1.75 
I .75 
2.25 

0.30 

120 

26-28 

3.0 

1-10 
1.10 
1.10 
0.95 
0.95 

1.75 
1.75 
2.25 

0.30 

I05 

4.s-47 

2.0 

1.15 
0.52 
0.88 
0.70 
0.20 

0.20 
0.20 
0.60 

0.30 

100 

46-47 

I .o 

0.15 
0.52 
0.88 
0.70 
0.20 

0.20 
0.20 
0.65 

0.30 

100 

46-47 

1.2 

0.36 
0.97 
0.99 
0.46 
0.20 

0.20 
0.20 
0.50 

0.25 

I20 

4647 

12.0 

0.36 
0.97 
0.99 
0.46 
0.20 

0.45 
0.45 
0.70 

0.20 

Transplanted 
"Direct sown 

and the field at the same time requires water according to the above criteria. 
For a on demand schedule the module also activates the head regulator at 
the distribution channel enabling water to flow from the main canal to the 
distribution channel. 

- 

:. -, 

Crop growth module 
In this module, senescence parameter, relative growth rate, maximum expect- 
ed yield, specific leaf area index, time to maximum leaf area index, leaf area 
damping parameters, crop coefficients and yield response factor at different 
growth stages are specified for each crop. Here the maximum LAI, time 
to maximum LA1 and maximum root depth are used to fit the crop growth 
functions. 
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a. Model simulations and results 

Kha rif simulations 

. -  

Simulations are made for the 1991, 1992 and 1993 kharif seasons over a 
period of fourteen. weeks. The time interval used in the crop growth and 
irrigation scheduling modules is one day, whereas finer time steps (down 
to hours) are used in the hydraulic routing and soil moisture calculations 
when required for numerical reasons. During the kharif season the entire 
command is considered for cultivation with transplanted and direct sown 
paddies occupying 28.2% and 7 1.8% of the area respectively. For irrigation, 
the following two scheduling practices are considered. 

Case I: Here the weekly rotational schedule of distribution channels, a 
general practice in the command area, is adopted. In this practice, the imga- 

that the periods for which water is released from the main canal to the differ- 
ent distribution channels are predetermined and fixed. Thus, the crop water 
requirement for the individual fields, which in the integrated model is calcu- 
lated by the irrigation scheduling module may or may not be met, depending 
on the rotational schedule of the corresponding distribution channel. 

Case 11: Here “on demand” irrigation is considered, subject to the water 
level state of the main canal system (determined by the St. Venant Equations). 
Here also the crop water demand for the individual fields is calculated by the 
irrigation scheduling module. However, contrary to Case I, here the cumu- 
lative crop water demand of a particular distribution channel is immediately 
met if the water is available in the main canal, so that the water can be diverted 
from the main canal to the distribution channel through the head regulator. 

However, both in Cases I and 11, the present releases from the reservoir 
to the head of the main canal decided by the management (Fig. 4) are used. 

I tion schedules are prepared in the beginning of the cropping season implying 

Furthermore, as the four crossregulator structures located on the main canal 
are not operated in practise, they are also kept constant in the model. 

Further, the following assumptions are made here: 
1. Water is the only limiting factor for the crop growth. 
2. Crops are transplanted or sown on the same day all over the command. 
3. Water is available to meet the nursery requirements of transplanted paddy. 

Table 3 summarizes the simulation results whereas Figs. 7a,b to 9a,b present 
the typical results from hydrological and crop growth modules for 199 1,1992 
and 1993 respectively. In these figures the irrigation and rainfall amounts 
are shown together with the calculated actual evapotranspiration and water 
content in the upper meter of the soil. Furthermore the leaf area index, root 
depth and crop yield as calculated by the crop growth module are presented. 
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Table 3. Summary of kharif simulation results for two alternative irrigations. !. .. .I 

Simulation Potenud Actual Actudevapo- Irrigation Canal Tail 
tY Pe production production Rainfall mspintiorn release loss 

million million m mm mrn Mm' Mm' 
tons tons 

Case I' 
1991 
Case II! 

199 1 
Case I 
1992 
Case 11 
1992 
Case I 
1993 
Case I1 
I993 

0.62 1 0.612 766 355 

00.62 I 0.614 766 358 

0.62 I 0.558 609 372 

0.62 1 0.593 609 383 

0.62 1 0.593 712 404 

0.62 1 0.6 17 712 415 

(99%)** 

(99%) 

(90%) 

(96%) 

(96%) 

(99%) 

215 925.92 490.54 
(53%)!! 

23 8 925.92 448.69 
(49%) 

I69 746.65 400.78 
(54%) 

176 746.65 ,399.7 I 
(54%) 

169 716.06 374/16 
(52%) 

185 716.06 346.12 
(48%) 

-_ 
_- .' ~~ ~ ~~ 

*Weekly rotation 
!On demand 
"Values in parentheses show% of potential production 
"Values in parentheses show% of canal release 

It is seen that the actual productions are always, except in case I of 1992, 
over 95% of the potential production (Table 3). This shows the availability of 
sufficient amount of water during the kharif season. 

The rainfall and applied irrigation amounts are highest in 1991. Thisallows 

season (Figs 7a and 7b) and results in 99% of potential production in both 
cases I and II. On the other hand, the rainfall and applied irrigation amounts are 
lowest in 1992. This results in moisture stress from mid-September onwards 
in case I (Fig. 8a) and in the beginning of October in case 11 (Fig. 8b). Since 
from mid-October the irrigation scheduling approach changes from water 
level to soil moisture, the effect of moisture stress is more prominent in case 
I, where the actual production is lowest at 90% of the potential. In 1993, the 
rainfall and applied irrigation magnitudes are between 199 1 and 1992 values 
and result in actual productions of 96% and 99% of the potential in case I 
and Il respectively. It is interesting to note that case I1 of 1993 results in 
highest production. This is because of uniform distribution of rainfall over 
the growing season, particularly in October (Fig. 9b). 

On demand irrigation (Figs. 7b, 8b and 9b) results in uniform moisture 
distribution in the unsaturated zone compared to rotational schedule (Figs. 
7a, 8a and 3a) md higf- 1 -2duction, as expected. Its effects. on moisture 

- 
. 1 a favourable moisture regime in the unsaturated zone throughout the growing 

.I/ 
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Figure 7a. Results from hydrological and crop growth modules for one of the 64 fields for the 
kharif season of 1991- Case I: rotational irrigation schedule. 

n 
regime in unsaturated zone and actual production are more prominent in 
1992 and 1993 when canal releases are low. Though it may not be feasible to 
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Figure 7b. Results from hydrological and crop growth modules for one of the 64 fields for the 
kharif season of 199 1 - Case 11: on demand imgation schedule. 
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Figure 8u. Results from hydrological and crop growth modules for one of the 64 fields for the 
kharif season of 1992- Case I: rotational irrigation schedule. 

adopt the on demand irrigation in the field conditions presently due to lack of 
infrastructure in the commmd, it may serve as a guideline for scheduling the 
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,Figure 8b. Results from hydrological and crop growth modules for one of the 64 fields for the 
kharif season of 1992- Case 11: on demand irrigation schedule. 

rotation of distribution channels to enhance the water use efficiency. In the 
present simulations on demand irrigation scheduling results in daily irrigation, 
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Figure 9a. Results from hydrological and crop growth modules for one of the 64 fields for the 
kharif season of 1993- Case I: rotational irrigation schedule. 

see the upper parts of Figs 7b, 8b and 9b. This might not be practical with a 
surface irrigation system as used in this area. However, the results in terms of 
moisture regime, yield, irrigation amounts and tail end loss would be almost 
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Figure IO. Weekly canal release, tail loss and irrigation water utilization for 1991 (kharif 
season). 

identical if the surface irrigation to the individual fields was supplied less 
frequent, for instance every five day, which still is much more frequent than 
under the rotational scheme. 

The tail losses, as indicated in Table 3, lie between 48% (case II, 1993) and 
54% (case I, 1992) of the present canal releases. Though a limited amount 
of tail loss is unavoidable due to necessity of maintaining a minimum head 
of water in the main canal to supply all distribution channels, its high value 
in the simulations shows that the management decisions on fixing the canal 
releases are presently inefficient. This results in wastage of precious water 
during kharif season and explains the inability of the management to supply 
water during rabi season in the command. To illustrate this further, the canal 
releases, irrigation water utilization and tail losses are presented on weekly 
basis (Figs. 10 to 12). It is seen that in case I of all three years, the tail losses 
are close to or, at times, even higher than inigation. In cases II, however, the 
tail iosses are considerably lower than the irrigation, which shows the better 
utilization of canal release towards irrigation in this case. 

0 
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Figure II. Weekly canal release, tail loss and irrigation water utilization for 1992 (kharif 
season). 

It should be emphasized that the amount of tail end loss to a large extent is 
determined by the release from the reservoir to the main canal for which the 
actual figures (Fig. 4) have been used in both cases. As this canal release turns 
out to be much higher than the field irrigation requirements during the wet 
kharif (monsoon) season the tail end loss becomes very high as compared to 
the differences between the two scheduling practices. Although the difference 
between the tail end loss figures in Table 3 therefore may appear small, the 
results consistently show that water, seen from an irrigation point of view, is 
more efficiently used with the on demand irrigation scheduling. 

It may be noted that irrespective of irrigation criteria, the tail losses are 
significantly higher in weeks 13 and 14 of all years. An analysis of these two 
weeks shows that only 4% and 8% of water released is used for irrigation in 
1991 and 1993 respectively, whereas in 1992 irrigation utilization is nil. This 
amounts to a supply of 120 Mm3 over the irrigation requirement during these 
two weeks. This water could easily be saved and used for rabi irrigation as 
illustrated later. 

/ 
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Figure 12.  Weekly canal release, tail loss and irrigation water utilization for 1993 (kharif 
season). 

Rabi simulation 
A simulation of twelve week duration is made for the dry rabi season with 
120 Mm3 of canal release. Since the water is not sufficient to irrigate the entire 
command, according to the MRP design, only 35% of area is considered for 
cultivation. Further, the canal releases are limited to one week at the time 
of sowing and three weeks during late vegetative and flowering stages with 
on demand irrigation. This is because these periods are critical for all crops 
sown during rabi season. According to the MRP design, 40%,40%, 12% and 
8% of the cultivated area are assigned to wheat, gram, mustard and potato 
respectively. Further, the crops are distributed at random over the 64 fields. 

For the rabi simulations initial soil moisture conditions extracted from 
model simulations at the end of the kharif season have been used. Although the 
kharif simulations have all been carried out with the full canal release, without 
saving the 120 Mm3, and therefore not fully corresponds to a situation where 
the canal release is reduced with this amount of water, this has no significant 
impact on the soil moisture conditions, because about 95% of the 120 Mm3 as 
described above can be saved from the tail end losses during the last two weeks 
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Table 4. Summary of rabi simulation results for 199 1-92 using on demand irrigation. 

Potentid Actual Rainfall Actualevapo- Irrigation cylal Tlil 
production production transpiration release loss 
million million mm m mm Mm3 Mm3 

~ ~~ 

0.143 0.1 10 4 187 101 120.0 48.14 
(77%)" (40%)! 

~ ~~~ 

"% of potential production 
!!% of canal release 

of the kharif season. Table 4 summarizes the simulation results. It is seen that 

remains low due to limited canal release and negligible amount of rainfall 
during the season. The tail end loss is seen to be 40% of the canal release, 
which is significantly less than the figures for the kharif season (Table 3), but 
still rather high. This reflects the hydraulic design of the canal system due to 
which a relatively high water level (and flow) is required in order to divert 
water to the distribution channels. To compare the simulated crop production 
figures with the existing conditions in the commanb, a simulation has also 
been made for the rabi season without irrigation. It appeared that the water 
deficits without irrigation become more than 50% in almost all cases. This 
violates the basic assumption of the FA0 relationship (Doorenbos & Kassam 
1979) and consequently the yield calculations are not realistic. However, this 
shows, in accordance with known field practice, that no significant a,oricultural 
production is possible during the rabi season without irrigation, and further 
that even a relatively small amount of irrigation in the rabi season can provide 
the basis for a substantial crop production. 

Figure 13 presents the effect of soil type and location of field along the 
main canal on the moisture content in the unsaturated zone. It is seen that 
heavy soils retain more moisture compared to light soils as expected. The 
moisture content, however, reduces significantly from upstream (DC 1) to 
downstream (DC 16) end of the main canal. This shows the nonuniform 
distribution of irrigation water along the length of the main canal, a common 
problem encountered in most of the irrigation commands with short supply. 

Figure 14 presents the typical variation of moisture stress for different 
crops under similar soil and irrigation conditions. As expected, different crops 
undergo varying degree of moisture stress depending on their root depth and 
leaf area index development. However, it is seen that potato and mustard 
undergo higher moisture stress compared to wheat and gram. 

In the light of above discussion, it is possible to enhance the actual pro- 
duction furher by considering only the upstream command for cultivation, 

the actual production is 77% of the potential production. The actual production 7 
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Figure 13. Typical variatior. of the unsaturated zone water content along the main canal during 
the rabi season. The locations of the distribution channels DC 1, DC 9 and DC 16 are shown 
in Fig. 5. 

putting more area for cultivation under heavy soils and by selecting crops hav- 
ing higher moisture stress resistance. However, these are not attempted here. 
Nevertheless, the present modelling system provides the project management 
with a tool to study the different scenario and choose the most attractive 
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Figure 14. Typical variation of the moisture stress for different crops during the rabi season. 
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option. Further, it would prove to be more beneficial when planning for both 
kharif and rabi seasons taken together. 

Discussion and conclusions 

The integrated hydraulic-hydrological modelling system presented in the 
present paper is a very comprehensive and versatile tool with many poten- 
tial types of applications within the field of imigation water management of 
command areas. The integrated modelling system differs from other systems 
presented in the litterature by providing detailed descriptions on both channel 
hydraulic, hydrological soil moisture and crop production aspects. The key 
elements of the integrated system, namely the MIKE 11 and MIKE SHE 
systems are well proven tools. The main limitation of the integrated mod- 
elling system is that the computational requirements, as a consequence of 
the general and advanced process descriptions, may be rather high for some 
types of applications. This is a practical problem today, but will gradually be 
compensated by faster computers. 
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The case study, which illustrates one possible application of the integrated 
modelling system, has some important limitations, but shows nevertheless 
some interesting results both with respect to irrigation managment issues in 
the MRP and to more general issues. 

In the case study, a macro-approach is adopted by lumping the branch 
canals and distributaries. Consequently, the field losses due to uneven dis- 
tribution of surface water irrigation are not taken explicitly into account. In 
principle, this is feasible through a detailed discretization of the command 
as demonstrated by Lohani et al. (1993), who used the SHE to plot and field 
scales focussing on the variation of soil moisture from the head to the tail 
end of an inigated field. However, in practice this would require exorbitant 
computer power and with the present generation of computers such a detailed 
study is not feasible for a large command area like MRP. 

Another limitation is the assumption that the crops are transplanted or sown 
on the same day all over the command though under actual field conditions this 
is-done over two to three weeks period. This implies that the model results from 
each of the 64 fields cannot be validated by a direct comparison with the local 
field conditions. Furthermore, for operational application data from more than 
one rainfall station in such large area is generally recommended. However, 
from a qualitative assessment the results appear to provide a reasonable 
representation of the field conditions in MRP. 

A final important limitation of the case study is that the available data 
were not sufficient to allow a detailed calibration nor validation of the model. 
Hence, before such model is used operationally by irrigation managers more 
detailed data would be required, amongst others in terms of water level 
and discharge time series for several sites in the channel system. However, 
the overall order of magnitude of the simulated values (e.g. tail end loss) 
corresponds well with the perception of the MRP officials. 

The results from the case study shows that presently a significant amount 
of water is wasted in the command area during the monsoon (kharif) season. 
It is demonstrated that a reduction of this waste could easily be made, and that 
the saved water could lead to a substantial crop production in the subsequent 
dry (rabi) season. 

The results obtained from the case study further demonstrate the capability 
of the present modelling system to undertake the hydraulic and hydrological 
simulations of a large irrigation project simultaneously. The results also show 
how different modules interact with one another, providing useful information 
on various aspects of the irrigation canal command including canal losses, 
irrigation water utilization, moisture status in the unsaturated zone and crop 
growth. The modelling system provides the option of rotational or on demand 
irrigation. Though the rotational schedule is more popular in the developing 
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countries, the on demand irrigation option can help in developing the guide- 
lines for the former. The present modelling system, therefore, provides the 
irrigation managers with a versatile tool that can be used in planning and 
operation of large irrigation projects leading to better water use efficiency 
and improved crop production. 
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Abstract 

This paper emphasizes the different requirements for calibration and validation of lumped and 
distributed models. On the basis of a theoretically founded modelling protocol, the different steps in 
distributed hydrological modelling are illustrated through a case study based on the MIKE SHE code 
and the 440 km2 Karup catchment in Denmark. The importance of a rigorous and purposeful para- 
meterisation is emphasized in order to get as few “free” parameters as possible for which assess- 
ments through calibration are required. Calibration and validation using a split-sample procedure 
were carried out for catchment discharge and piezometric heads at seven selected observation wells. 
The validated model was then used for two further validation tests. Firstly, model simulations were 
compared with observations from three additional discharge sites and four additional wells located 
within the catchment. This internal validation showed significantly poorer results compared to the 
calibrationhalidation sites. Secondly, the validated model based on a 500 m model grid was used to 
generate three additional models with loo0 m, 2000 m and 4000 m grids through interpolation of 
model parameters. The results from the multi-scde validation suggested that a maximum grid size of 
1OOOm should be used for simulations of discharge and ground-water heads, while the results 
deteriorated with coarser model grids. 

1. Introduction 

Hydrological models may be classified according to the description of the physical 
processes as conceptual and physically based, and according to the spatial description 
of catchment processes as lumped and distributed (Refsgaard (1996) and many others). In 
this respect, two typical model types are the lumped conceptual and the distributed physi- 
cally based ones. Typical examples of lumped conceptual model codes are the Stanford 
Watershed Model (Crawford and Linsley, 1966) and the Sacramento (Burnash, 1995). The 
first outline of a distributed physically based model was made by Freeze and Harlan 
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(1969). Since then, several codes have been developed such as the SHE (Abbott et al., 
1986a, b; Bathurst and O’Connell, 1992; Refsgaard and Storm, 1995), the IHDM (Beven 
et al., 1987) and the Thales (Grayson et al., 1992% b). A code such as TOPMODEL (Beven 
et al., 1995) may be characterized as conceptual distributed. 

General methodologies related to model calibration, verification and validation have 
been subject to considerable discussion and dispute during the past decade, e.g. by Beven 
(1989). Bergstrom (1991), Tsang (1991), Konikow and Bredehoeft (1992), De Marsily et 
al. (1992) and Oreskes et al. (1994). However, as noted by Hassanizadeh and Carrera 
(1992) no consensus on methodology (or terminology) exists. Most of this scientific 
discussion has been of a principal nature and only a few authors, such as Klemes 
(1986), Anderson and Woessner (1992), IAHR (1994) and Refsgaard (1996), have 
attempted to outline general rigorous operational procedures. 

Whereas much attention during the past three decades has been given to specific pro- 

models (e.g. Fleming, 1975; WMO, 1975, 1986, 1992; Klemes, 1986; Sorooshian et al., 
1993), very limited attention has so far been devoted to the far more complicated tasks in 
connection with distributed models, where problems related to validation of internal 
variables and multiple scales also have to be considered. 

Distributed hydrological models are structured to enable the spatial variations in catch- 
ment characteristics to be represented by providing data for a network of ,orid points. Often 
model applications require several thousands of grid points, each of which is characterized 
by several parameters and variables. In this way distributed models differ fundamentally 
from lumped models, where a catchment is considered as one unit characterized by, 
typically, a few tens of parameters and variables. Thus the number of parameters and 
variables in a distributed model is, in principle, often two or three orders of magnitude 
higher than it would be for a lumped model of the same area. Obviously, this generates 
different requirements to lumped and distributed models with regard to parameterisation, 
calibration and validation procedures. 

A critique expressed against distributed models by several authors concerns the many 
parameter values which can be modified during the calibration process. Beven (1989, 
1996) considers models which are usually claimed to be distributed physically based as 
in fact being lumped conceptual models, just with many more parameters. Hence, accord- 
ing to Beven (1996) a key characteristic of the distributed model is that “the problem of 
overparameterisation is consequently greater”. 

Grayson et al. (1992a, b) indicating the enormous amount of information and theoretical 
potential of distributed physically based model codes such as THALES, emphasize the 
problems relating to code verification and model validation owing to difficulty in measur- 
ingderiving parameters a priori and in measurement of catchment response in sufficient 
detail for testing. Grayson et al. (1995) emphasize “the importance of evaluating distrib- 
uted model behaviour rather than an integrated value such as runoff, when assessing the 
performance of distributed parameter models”. 

The problems related to initialization, calibration and validation of distributed models 
are excellently summarized by Rosso (1994): 

“In principle, spatially distributed models can accept experimental data at each grid 
element or calculation node. In practice, because of heterogeneity of parameter 
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values, differences between measurement scales and model grid scales, and experi- 
mental constraints, the specification of parameter values is very difficult. These 
constraints also apply to the validation of distributed model predictions by using 
measurements of internal system response. Conventional strategies for distributed 
model validation typically rely on the comparison of simulated model variables to 
observed data for specific points representing either external boundaries or inter- 
mediate locations on the model grid... Traditional validation based on comparing 
simulated with observed outflows at the basin outlet still remains the only attainable 
option in many practical cases. However, this method is poorly consistent with 
spatially distributed modelling.. . ’ ’ 

Refsgaard and Storm (1996) emphasize that a rigorous parameterisation procedure is 
crucial in order to avoid methodological problems in the subsequent phases of model 
calibration and validation. In parametensation, the spatial patterns of the parameter values 
are defined so that a given parameter only reflects the significant and systematic variation 
described in the available field data, as exemplified by the practice of using representative 
parameter values for individual soil types, vegetation types or geological layers. Thus 
the parameterisation process effectively reduces the number of free parameter coeffi- 
cients which need to be adjusted in the subsequent calibration procedure. The following 
points are important to consider in the parameterisation procedure (Refsgaard and Storm, 
1996). 

The parameter classes (soil types, vegetation types, climatological zones, geo- 
logical layers, etc.) should be selected so that it becomes easy, in an objective 
way, to associate parameter values. Thus the parameter values in the different 
classes should, to the highest possible degree, be assessable from available field 
data. 
It should explicitly be evaluated which parameters can be assessed from field data 
alone and which need some kind of calibration. For the parameters subject to 
calibration, physically acceptable intervals for the parameter values should be 
estimated. 
The number of real calibration parameters should be kept low, both from practical 
and methodological points of view. This can be done, for instance, by fixing a 
spatial panern of a parameter but allowing its absolute value to be modified 
through calibration. 

The aim of the present paper is to illustrate and discuss the problems associated with 
parameterisation, calibration and validation of distributed models. h i s  is done by adapt- 
ing a rigorous methodology and illustrating its use in a case study. The terminology and 
methodology used are defined in Section 2. The different steps and associated assumptions 
of parmeterisation, calibration and validation of a distributed model are illustrated 
through a case study in Section 3. The case study does not focus on presenting good 
curve fitting, but on emphasizing fundamental points with regard to multi-criteria and 
multi-scale modei validation. Finally, the generality of results are discussed in Section 4 
with focus on parameterisation and calibration aspects and on the different validation 
requirements fcr lumped and distributed models. 
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2. Terminology and methodology 

Code verification 
Code 

The terminology applied in the present paper follows that described in Refsgaard 
(1996). The modelling methodology is illustrated by the modelling protocol presented 
in Fig. 1, which is adapted from Anderson and Woessner (1992). Terminology-wise, a 
distinction is made between a model and a model code. A model is defined as a particular 

1 Define purpose I 

Code Selection 

G=l 

Field data 

Performance criteria 1 

I Calibration I 
with 4 

4 

4 
Presentation of results 

field data Validation I 
1 Simulation 

Field data 

Fig. 1. The different steps in hydrological modelling-a modelling protocol. 
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hydrological model established for a particular catchment. A model code, however, is 
defined as a generalized software package, which, without program changes, can be used 
to establish a model with the same basic types of equations (but allowing different para- 
meter values) for different catchments. 

Model validation is here defined as the process of demonstrating that a given site- 
specific model is capable of making sufficiently accurate predictions. This implies the 
application of the calibrated model without changing the parameter values that were set 
during the calibration, when simulating the response for a period other than the calibration 
period. The model is said to be validated if its accuracy and predictive capability in the 
validation period have been proven to lie within acceptable limits. 

3. Case study: Karup catchment, Denmark 

The purpose of the case study is to illustrate the different steps and the inherent assump- 
tions in distributed modelling in general, and to focus on special requirements of valida- 
tion of internal variables and, in particular, on the effects of using different model 
discretizations. 

3.1. The Karup catchment 

The 4-40 km2 Karup catchment (Fig. 2) is located in a typical outwash plain in the 
western part of Denmark. From a geological point of view, the area is relatively homo- 
geneous, consisting of highly permeable sand and gravel with occasional lenses of 
moraine clay. 

The land use in the catchment consists of agriculture (67%), forest (18%), heath (lo%), 
wetland (4%) and urban (1%). The catchment has a gentle sloping topography and is 
drained by the Karup River and about 20 tributaries. Owing to the highly permeable 
soils, all water outside the wetland areas infiltrates, and the discharge regime is dominated 
by baseflow. The catchment area defined by the topographical divide is slightly larger than 
the area determined from the ground-water divide. However, as no overland flow occurs 
and no streams exist in the area outside the ground-water divides (Stendal, 1978), the 
model has, in line with previous studies, been confined to cover the 440 km2 ground-water 
catchment. 

The depth of the unsaturated zone varies from 25 m at the eastern ground-water divide 
to less than 1 m in the wetland areas along the main river. The aquifer is mainly unconfined 
and of glacial deposits. The thickness of the aquifer varies from 10 m in the western and 
central parts to more than 90 m at the top of the outwash cone to the east. 

The Karup catchment has been subject to comprehensive hydrological studies. Firstly, it 
was one of the Danish representative basins under IHD, and a comprehensive data collec- 
tion programme was conducted in 1965-1977 (Stendal, 1978). Secondly, the IHD data 
formed the basis for a comprehensive hydrological modelling investigation in the begin- 
ning of the 1980s, aimed at assessing the impacts on streamflow of ground-water abstrac- 
tion for irrigation (Miljastyrelsen, 1983). Finally, a major research project focusing on 
nitrate pollution from agriculture was conducted in the area during the second half of the 
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Fig. 2. The Karup catchment with the river network in a 500 m model grid together with the locations of the 
discharge gauging stations and groundwater observation wells referred to in the text. 

1980s (Miljostyrelsen, 1991). Styczen and Storm (1993). as part of the nitrogen research 
project, developed a model for the Karup catchment capable of simulating hydrology, 
nitrogen leaching and nitrogen movements at catchment scales. The present case study is 
based on data processed by Styczen and Storm (1993), but the hydrological model in the 
present case study is simpler (2D versus 3D ground-water; four vegetatiodcrop classes 
instead of 18, etc.) and the calibration and validation is mostly canied out independently of 
Styczen and Storm (1993). 

f' . .  - 

3.2. Modelling 
J 

The 1 1  steps in the modelling protocol outlined in Fig. 1 have been carried out as 
follows. 
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3.2. I .  Step 1: definition of purpose 
The overall objectives of the case study are to illustrate the parameterisation, calibration 

and validation of a distributed model and to study the validation requirements with respect 
to simulation of internal variables and to changing spatial discretization. In this context, 
the purpose of the model is to simulate the overall hydrological regime in the Karup 
catchment, especially the dynamics of discharges and ground-water tables. 

3.2.2. Step 2: establishment of a conceptual model 
It is emphasized that it is not an objective to establish the most detailed and best possible 

hydrological model for the area by making use of all available data, but rather to carry out 
a methodologically rigorous modelling study illustrating the consequences of a typical 
distributed modelling approach for simulation of discharges and ground-water tables. 
Therefore, some simplified assumptions are made with regard to the conceptual model, 
as compared to previous model studies with other objectives, such as Styczen and Storm 
(1993). A conceptual model comprises the user’s perception of the key hydrological 
processes in the catchment and the corresponding simplifications which are assumed to 
be acceptable in the mathematical model in order to achieve the purpose of the modelling. 
In the present case. the conceptual model comprised the following elements. 

3.2.2.1. Hydrogeology. The basis for the assessment of hydrogeological parameters is a 
detailed geological description based on 20 cross-sectional profiles (15 in the SW-NE 
direction and five in the NW-SE direction, interpreted from 140 well-logs) covering the 
entire catchment (Hansen and Gravesen, 1990). The aquifer is assumed to consist of one 
main aquifer material characterized by the same hydraulic parameters throughout the 
catchment and five lenses with distinctly different hydraulic parameters. The aquifer is 
assumed to be unconfined. In accordance with a previous model study (Miljsstyrelsen, 
1983), it was assumed that a two-dimensional ground-water model would be sufficient for 
simulation of discharges and ground-water levels. 

3.2.2.2. Soil and unsaturated zone. Soil maps supported by profile descriptions and soil 
analyses (texture, density, retention curves) exist for the entire catchment. Two soil 
profiles were used in the model. For the main part of the area, the soil profile 
“general” (Fig. 3) was used, comprising loamy sand to a depth of 100 cm and fine 
sand below. For heath areas, the soil profile “heath” was used, comprising fine sand 
for the upper 55 cm and coarse sand below. The depth of the unsaturated zone is 
assessed simply by comparing the topography with the location of the ground-water 
table. The water is assumed to flow vertically in the unsaturated zone, and owing to the 
sandy soil, macroporehypass flow is assumed to be negligible. In the main parts of the 
area, the water movements are downwards as- ground-water recharge, while upward 
capillary flux occurs in wetland areas during dry summer periods. 

3.2.2.3. Vegetariodcrops. Four vegetatiodcropping classes were assumed: agricultural, 
forest, heath and wetland grass. The spatial distribution of the four classes, shown in Fig. 3, 
is taken from Styczen and Storm (1993), with the modification that all the 15 agricultural 
crop classes used for describing fertilization practises and nitrogen leaching were lumped 
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into one, which is assumed to be sufficient for estimation of evapotranspiration and 
recharge. 

3.2.2.4. Suflace water drainage system. The main river and the tributaries which could be 
accommodated within the spatial model discretization are included in the model. In 
addition, significant parts of the wetland areas near the main river are known to be 
drained by ditches and tile drain pipes. The extent of the wetland areas shown in Fig. 3 
has been assessed from topographic maps. 

3.2.2.5. Stream-aquifer interaction. A thin, low, permeable layer is assumed to exist 
between the river and the main aquifer. The leakage coefficient characterizing this layer 
will be subject to calibration. From earlier studies (Storm and Refsgaard, 1980; 
Milj~styrelsen, 1983), it was known that a prerequisite for adequately simulating the 
dynamics of the stream-aquifer interaction is to have a sufficiently fine spatial model 
resolution. The critical aspect, in this regard, is to be able to resolve the topographical 
variation of the river valley, which is typically 500-2500 m wide and which at the 
downstream parts of the catchment, is 10-15 m deep as compared to the surrounding 
terrain. 

3.2.2.6. Climate. Daily values of precipitation were available from nine stations. 
Furthermore, sunshine hours and average temperature were available from stations four 
and one, respectively. The variability between stations is relatively small (standard 
deviation of annual precipitation about 3% of mean). Hence, for the present purpose it 
was assumed that areally average values would be sufficient, so daily means were 
calculated for precipitation, potential evapotranspiration and temperature. 

3.2.3. Step 3: selection of model code 
The MIKE SHE code (Refsgaard and Storm, 1995) was selected for the case study. 

MIKE SHE is a distributed physically based code with an integrated description of the 
entire land phase of the hydrological cycle. It comprises components for overland flow 
(two-dimensional, kinematic wave), river flow (one-dimensional, diffusive wave), unsatu- 
rated flow (one-dimensional, Richards’ equation), interception (Rutter model), evapotran- 
spiration (Kristensen and Jensen model), snowmelt (degree-day approach), saturated flow 
(two- or three-dimensional Boussinesq). MIKE SHE is able to address all the requirements 
defined by the conceptual model. 

3.2.4. Step 4: code verification 
As MIKE SHE is a well proven code with several verification tests as well as many 

large-scale, engineering applications including prior tests on the present area and on 
similar cases, no additional code verification was required in this case. 

3.2.5. Step 5: model construction and parameterisation 
Model construction involves designing the model with regard to the spatial discretisa- 

tion of the catchment, setting boundary and initial conditions and making a preliminary 
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selection of parameter values from the field data. An important aspect in this respect is the 0 parameterisation. 

3.2.5.7. Discretization. The Karup catchment was divided into grid squares of 500 m x 
500 m. The vertical division varied between 5 cm in the topnodes to 40 cm in the lower 
part of the soil profile in the unsaturated zone. 

3.2.5.8. Topography. The topographical contour data were digitized from 1 :50 000 maps 
and interpolated to obtain average elevations for each grid square. 

I u 

3.2.5.9. River and drainage system. The stream system was digitized and bank elevations 
assigned to specific points along the river course. In addition, cross-sections were assessed 
at specific locations in the stream system. A Manning number (river bed resistance) of 

varying baseflow, the river routing itself has no significance for the shape of the 
hydrograph. Hence the Manning number was not subject to calibration. The Manning 
number, however, does have some influence on the river water level and hence on the 
stream-aquifer interaction. As the dynamics of this interaction are also significantly 
affected by the leakage coefficient of the river-bed material, this last coefficient was 
chosen for calibration. For the wetland areas with artificial drainage in terms of ditches 
and pipes at a scale much finer than the 500 m grid, drains were introduced into the model 
at a depth of 1.0 m below the ground surface. The runoff from these “model drains” starts 
when the groundwater levels are above the drain depths and is proportional to this height 
difference. The drainage parameter, corresponding to a time constant in a linear reservoir 
(i.e. outflow linearly proportional to storage), is subject to calibration. 

20 m1’3 s-’ was used throughout the area. As the hydrograph is dominated by slowly Y 

- 

3.2.5.10. Aquqeer sysrem. The three-dimensional geological model comprising the main 
aquifer and lenses was digitized. The hydraulic parameters for the lenses (conductivities 
and storage coefficients) were assessed beforehand from hydrogeological data and were 
not subject to calibration (approach like that of Styczen and Storm (1993)). Furthermore, 
owing to the coupled unsaturated-saturated zone description in MIKE SHE, where the 
two zone; overlap each other, the specific yield of the aquifer is, in reality, a passive 
parameter, which is determined by the soil moisture retention curve of the corresponding 
layer of the unsaturated zone. Thus, the only groundwater parameter which was calibrated 
was the hydraulic conductivity of the main aquifer material. Information on this sensitive 
parameter was also available from field pumping tests and previous modelling studies; 
however with all the simplifications made in the geological model (2D instead of 3D, 
constant hydraulic conductivity in space, etc.) it was necessary to fit this parameter 
through calibration. As only two-dimensional Foundwater modelling was required, the 
data on the main aquifer material and on the different lenses were used to derive depth- 
averaged two-dimensional hydraulic parameter values through integration over depth. The 
model boundaries were assumed to be impermeable. As the boundaries coincide with 
the natural groundwater divides, such a “no-flow” boundary condition can be justified. 
The groundwater abstraction, in accordance with Miljostyrelsen ( 1983), has been assumed 
to be negligible. 

@ 
-1 
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3.2.5.11. Soil. The soil water retention curves for the four soil types were taken directl! 
from measurements, while no reliable measurements for unsaturated hydraulic 
conductivities existed. Therefore, a theoretical formula (Brooks and Corey. 1964 
describing the conductivity as a function of soil moisture content was used: 

where: K(8) is hydraulic conductivity; 8 is actual soil moisture content; K,,, is hydraulic 
conductivity at saturation; e,, is moisture content at saturation, derived from retentior 
curve; Orel is residual moisture content, estimated to 1 vol.%; and n is exponent. 

For each of the four soil types, two parameters were subject to calibration, namely K,, 
and n. The unsaturated hydraulic conductivities in the root zone have significant influence 
on the soil moisture contents and hence the actual evapotranspiration. As the vegetatior. 
and evapotranspiration parameters were not calibrated (see below). the aim of the calibra- 
tion of the soil hydraulic parameters was to ensure a good simulation of the overall wate1 
balance for the catchment. This implies that K,,, and n become fitted parameters which 
owing to no independent checks of the vegetation parameters, incorporate possible biase: 
from these and, as such, lose some of their direct physical interpretation capabilities. 

3.2.5.12. Vegetafion. For each of the four vegetationkrop classes time series of leaf are: 
index and root depth were defined. The leaf area index curves were simulated by the 
DAISY model as described by Styczen and Storm (1993). The root depth time series were 
assessed from literature. Furthermore, the values of the empirical evapotranspiration anc 
inception storage parameters were selected as being identical to values successfully usec 
in many other modelling studies in Denmark and abroad. Altogether, no parameter value: 
were subject to calibration. 

3.2.5.13. Initial conditions. As explored for the first time by Stephenson and Freezt 
(1974), initial conditions are very important in this kind of modelling. In the K U U ~  
catchment, the large storage possibilities in the deep unsaturated zone and in tht 
unconfined aquifer imply that the initial conditions influence the simulation results fo 
several years. Thus, the groundwater table in addition to the annual fluctuations clearl! 
shows long-term variations with phases in the order of a decade as responses to sequence: 
of dry or wet years. The following approach was used for assessment of initial condition 
valid for 1st January 1969. 

1. The available data from observation wells were not sufficient for interpolation of initia 
conditions, which, therefore, had to be assessed in an iterarive procedure using tht 
model. According to available observation wells, the groundwater tables appeared to bt 
approximately at the same level in December 1978 as in January 1969. Therefore, thc 
1969 initial conditions were derived from the 1978 model simulated values as follows 
(1) a model run for the period 1969-1978 was made with guessed initial condition 
for 1969; (2) simulated groundwater levels for December 1978 were extracted an( 
used as initial conditions in a second model run; (3) if the simulated 1978 values in t h~  
two first runs are not identical, a third run is made on the basis of initial condition 

\ 
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extracted from model results of the second run; etc. As the groundwater tables depend 
on the various model parameters and as consistency between model parameters and 
initial conditions is important, this procedure was repeated though the calibration 
process. 

2. The water content in the unsaturated zone was assumed to correspond to field capacity 
@F = 2). 

3. The two years 1969 and 1970 were used as a ''warm up period". Hence, model results 
for this period were not used in the calibration process. 

3.2.6. Step 6: pegonnance criteria 
As similar modelling had been carried out for the same catchment earlier 

(Miljgstyrelsen, 1983; Styczen and Storm, 1993), definition of performance criteria were 
simpler than in many other cases, where specification of acceptable levels of accuracy 
prior to the first modelling runs was far from simple, but had to be related to the data 
availability and the specific purpose of the particular study. 

In the present case, the performance criteria were not defined rigorously as numerical 
figures, but rather as the same level of accuracy as achieved by Styczen and Storm (1993). 
More specifically, the performance criteria were related to the following variables. 

1. Discharge simulation at station 20.05 Hagebro (the outlet of the catchment) with a 
graphical assessment of observed and simulated hydrographs supported by the follow- 
ing two numerical measures: 

average discharges of observed and simulated records, OBSave and SIMave; and 
model efficiency, R2, calculated on a daily basis (Nash and Sutcliffe, 1970). 

2. Groundwater level simulations at observation wells 2 1, 44 and 55 located at the down- 
stream part of the catchment and also used by Styczen and Storm (1993) plus observa- 

, tion wells 8,9,11, 12 representing a cross section at the upstream part of the catchment. 

3.2.7. Step 7: model calibration 
The following parameter values were subject to adjustments through the calibration 

phase. 

1. The horizontal conductivity of the main aquifer material. A value of 3.5 x lo4 m s-' 
was obtained. This corresponds well with pumping test data: Miljgstyrelsen (1983) 
reports data from 14 pumping tests with hydraulic conductivities ranging from 0.5 to 
5.6 x lo4 m s-*. 

Table 1 
Soil hydraulic parameters assessed through calibration 

Soil profile Soil depth 'Ks, (m s-') n 

General 

Heath 

O-IOOcm I .0x  lo-s 18.8 
below 100 cm 3.5 x lo-s 10 
0-55 cm 3.5 x IO" 10 
below 55 cm 2.0 x IO4 6 
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Fig. 4. Simulated and observed discharge for the entire catchment for the calibration period together with figur 
for average observed and simulated flows, OBSav, and SIM,,,, and model efficiency on a daily basis. R2. 

2. The leakage coefficient of the river-bed material. A value of 3 x lo-' s-' was obtainec 
3. A drainage coefficient for the wetland areas. A value of 0.03 per day corresponding to 

time constant of 33 days was obtained. 
4. The eight soil hydraulic parameters shown in Table 1. 

The model calibration was carried out on the basis of data for the period 1971-1974. 
maximum time-step of 6 h was used in the transient simulation. The time step wa 
however, automatically reduced by MIKE SHE in situations, where water balance err0 
above specified accuracy limits occurred in some of the model components. For exampl 
time steps were typically reduced to a few minutes in the unsaturated zone in connectic 
with heavy rainfall. Calibration.results are shown in Figs 4 and 5 for discharge and grounc 
water tables, respectively, and key water balance figures are shown in Table 2. T€ 
dynamics and the mean levels of observed and simulated values are, in general, in reasot 
ably good agreement. An exception to this is the simulated baseflow which, for the fir 
half of the calibration period, is significantly below the observed flows resulting in a 9' 
underestimation of the average flow. This may originate from different causes, such i 
uncertain estimates of initial conditions for ground-water levels. Altogether, however, ti 
calibration results are of the same accuracy as the results in Styczen and Storm (1993), ar 
are, as s d h ,  considered to be acceptable. 

3.2.8. Step 8: model validation-split-sample 
A traditional split-sample validation test was conducted against data from the san 

discharge station and ground-water observation wells as used for calibration. The peric 
1975-1978 was used for validation. The validation results are shown in Figs 6 and 7, fro 
which it appears that the validation results both with respect to hydrograph shapes, watt 
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Fig. 5. Simulated and observed piezomemc heads at seven well-sites for the calibration period. The locations of 
the wells are shown in Fig. 2. 

Table 2 
Key water balance figures (in mm per year) for the K m p  catchment from the calibration and validation periods 

Calibration Validation 
197 1 - I974 1975- 1978 

kipitat ion 809 796 
Potential evapotranspiration 630 62 1 5Qb Observed discharge 399 366 
Simulated discharge 364 373 
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Fig. 6. Simulated and observed discharge for the entire catchment for the validation period together with figur 
for average observed and simulated flows. OBS,,, and SIMave, and model efficiency on a daily basis, R2. 

balance and model efficiency (R2 criteria) are of the same level of accuracy as t€ 
calibration results. / 

3.2.9. Steps 9- I I :  simulation. reporting, postaudit 
The outcome of the simulation step in the modelling protocol (Refssgaard, 1996) is t€ 

modelling studies carried out with respect to multi-site and multi-scale validation. The: 
results are reported below. 

3.3. Model validation: mulfi-site 

The adopted validation test scheme, based on one discharge station and seven grounc 
water observation wells corresponds, by and large, to the validation approach for lump€ 
models, except that a lumped model would generally not be appropriate for simulation t 

ground-water tables. On the basis of the successful validation test it can be concluded th 
the model can be considered valid for simulation of the rainfall-runoff relationship fort€ 
whole catchment and that the model, in addition to this, is valid for simulation of grounc 
water tables at the seven observation wells. The model can be expected to be valid fa 
future conditions, provided that no significant non-stationarities, such as climate change t 
changes in land use or water abstractions, occur. 

Quite often, modellers, after having passed such validation test, would claim that d 
distributed model is, now, valid also for simulation of internal flows and ground-watt 
tables internally in the catchment. For instance, such expectations were made t 
Refsgaard et al. (1992) and Jain et al. (1992) on catchments in India, where no cia 
were available for internal validation. 
In order to rest the model's capability to simulate internal conditions, a multi-si 

validation test was carried out. This new test scheme comprised of comparisons t 
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Fig. 7. Simulated and observed piezometric heads at seven well-sites for the validation period. The locations of 
the wells are shown in Fig. 2. 

simulated and observed data for the following stations, for which data were not used at all 
during the calibration process: 

1. discharge values at the three stations 20.06 Haderup (98 km2), 20.07 Stavlund (50 km') 
and 20.08 Feldborg (17 km') (Fig. 2); 

2. ground-water tables at observation wells 63,64,65 and 66, located in the area between 
the main river and the tributary with the :hree discharge stations 20.06,20.06 and 20.07 
(Fig. 2). 

' 
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Results from the first 28 months of the validation period, where data are available for all 
the above stations, are seen in Figs 8 and 9 for discharge and ground-water tables, respec- 
tively. As can be seen both from the hydrographs and the water balance and model- 
efficiency figures in Fig. 8, the simulation results are significantly less accurate than for 
the calibrated stations. The discharges at the three tributary stations are significantly more 
poorly simulated than for the calibrated station 20.05 in two respects. Firstly, there is a 
clear undersimulation of the baseflow level and the total runoff for the three tributaq 
stations. Secondly, the simulation shows a somewhat more flashy response than the 
observed hydrographs. The primary reason for the differences in baseflow levels is that 
the internal ground-water divide between the main river and the main tributary is not 
simulated correctly, with the result that the three tributary stations, according to the model. 
are draining smaller areas than they do in reality. This may be explained by apparently 
inaccurately simulated ground-water levels in these areas, probably owing to the simpli- 
fications made in the geological model (2D, constant hydraulic conductivity of main 
aquifer, etc.). In addition to this, inaccurate boundary conditions may, especially for the 
smallest catchment located next to the overall catchment divide (station 20.08), play some 
role as well. The too-flashy model response is due to simulated drainage flow from wetland 
areas, and as such an indication of an incorrect time constant in the parameter value for 
drainage in this area, which again is an indication that the spatially constant value fitted 
through calibration against the entire catchment discharge (20.05) may not be representa- 
tive for all subcatchments. The simulated ground-water tables (Fig. 9) show correct 
dynamics, but have problems with the levels supporting the above indication of a not 
very accurate simulation of the internal ground-water divide between the main river and 
the tributary. 

3.4. Model validation: multi-scale 

In addition to simulation of internal variables, a distributed model is often used with 
different discretizations. Thus often a coarse grid is used in initial calibrations and sub- 
sequently the grid is refined for final calibrations. However, owing to scaling problems 
such an approach is often problematic. In the present case, sensitivity tests were made 
using the model (calibrated and validated on a 500 m grid) on coarser grids: 1O00, 2000 
and 4000 m. 

The MIKE SHE code comprises routines for automatic generation of models on differ- 
ent grids. Thus, all the basic data with regard to geology, topography, vegetation types, etc. 
for the four models were identical. The only modifications made manually when generat- 
ing the three coarser grid models were: 

1. Some of the tributaries had to be deleted, because MIKE SHE only allows rivers 
between grids. Thus especially for the 4000 m grid many tributaries “disappeared” 
The topography and river network of the four models are shown in Fig. 10. 

2. The initial conditions for the ground-water levels had to be estimated for each of the 
models through the procedure described in Section 3.2.5.13 above. 

The results of the four model-simulations of discharge for the entire catchment are 
shown in Fig. 1 i.  It appears that the 500 m and the lo00 m models only differ marginally, 
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Fig. 8. Simulated and observed discharges, average flows, SIM,,, and OBS,,,, and model efficiencies, R2, from 
the validation period for three internal discharge sites 20.06 (98 km2), 20.07 (50 km2) and 20.08 (17 km2). which 
have not been subject to calibration. The locations of the discharge stations are shown in Fig. 2. 

whereas the 2000 m and in particular the 4000 m model show a significantly less accurate 
runoff simulation as compared to the 500 m model. It is noticed that the runoff volumes, 
expectedly, are not varying much, but the runoff response, especially during dry summer 
periods such as 1975, is fundamentally different. The reason for this is believed to be the 
fact that the 2000 m and the 4000 m models are not able to give sufficiently fine resolution 
of the river valley- 'Fig. 10) and hence the stream-aquifer interaction cannot be correctly 
simulated. 

/ 
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R2 = -0.04 
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Fig. 8. Continued. 

(m) Piezometric head 
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Fig. 9. Simulated and observed pietomemc heads from the validation period for four well-sites for which nc 
calibrations have been made. The locations of the wells are shown in Fig. 2. 
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t 
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1978 
0. 
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Fig. 1 1. Simulated and observed discharges average flows, SIM,,, and OBS,,,. and model efficiencies on a daily 
basis, €22. for the entire catchment using four models with different discretizations. 

4. Discussion and conclusions 

4.1. Results and methodology from case study 

The aims of the present paper have been to illustrate a systematic procedure for using a 
distributed hydrological model and to focus on some of the problems involved. The 
description of the procedure in the above case study emphasized the importance of the 
two steps: "(2) establishment of a conczxal model" and " ( 5 )  model construction and 

b 3 / 4  Karup 1000 m Discharge - 20.05 Hagebro 
I 
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, J 

R2 = 0.78 . - . Observed 
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Fig. 11 .  Continued. 

parameterisation". If these steps are not canied out in a rigorous and purposeful manner, 
the subsequent steps of model calibration and validation may become rather troublesome. 
In particular, it is of utmost importance to make-a careful parameterisation linked to the 
specific hydrological conditions and data availability. Experiences from other studies 
(Refsgaard and Stom, 1996) indicate that an important aspect in this regard is to ensure 
that the number of parameters subject to adjustments during subsequent calibration 
becomes as small as possible. 

In the above case study, the number of parameters which were subject to calibration was 
limited to 11. All the other thousands of parameter values were assessed either directly 

e 
1 
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from field data or indirectly through experience from values in similar studies in other 
catchments. The 1 1 calibrated parameters comprised three related to aquifer properties and 
stream-aquifer interaction and eight soil hydraulic parameters (two for each of four 
different soil types, Table 1). For simulation of discharge and ground water levels it is 
likely, although not substantiated through calculations, that it would have been possible to 
limit the eight soil hydraulic parameters to two parameters subject to calibration and six 
values which were linked by fixed ratios to the “free parameters”. In this way, the degrees 
of freedom (“free parameters”) would reduce to five, which is about the same as would be 
required to calibrate a lumped conceptual rainfall-runoff model to such catchment. Thus, 
with a rigorous parameterisation approach as adopted in the present case study the “prob- 
lem of overparameterisation.. .” emphasized by Beven (1996) can be avoided. 

More data could have been used for calibration. This would imply that more parameters 
would have been subject to fitting through calibration. As an example, water level data 
from the river system could have been used for calibration of Manning numbers. In the 
present case study, possible errors in the estimated Manning number have, to some extent, 
been compensated for, as far as the effects on stream-aquifer interaction are concerned, in 
fitting of the river bed leakage coefficient. This implies that the calibrated parameter loses 
some of its direct physical interpretation. In general, it may be expected that the more field 
data that are explicitly utilized the more reliable and the more physically realistic the fitted 
parameters become. When more independent field data are utilized in the calibration 
process, the number of parameters to be adjusted through calibration will inevitably 
increase, but, through a careful parameterisation process, it will still be possible (as in 
the present case) to keep the ratio between the number of free parameters and the amount 
of independent field data at a reasonably low level, so that the model does not become 
overparameterised. 

It may be argued that one universal value of hydraulic conductivity for the entire aquifer 
(the lenses with different conductivities were relatively small and hence of limited impor- 
tance) is an unusually large simplification for a ground-water model simulating piezo- 
metric heads. In this case, the spatially varying thickness of the aquifer is described 
explicitly, and hence the transmissivity varies significantly even if the hydraulic conduc- 
tivity is constant. From the validation results (Figs 6 and 7) it appears that one adjustable 
conductivity value is sufficient for simulating catchment discharge and piezometric head 
variations at the seven selected observation wells. The limitation of having no spatial 
hydraulic conductivity variation turned up in connection with the internal validation (Figs 
8 and 9). A more refined calibration of aquifer conductivities allowing spatial variations 
(and hence, more parameter values to adjust) could easily have been done. In fact, such 
detailed calibration of transmissivities in a ground-water model for the same catchment 
was done by Miljastyrelsen (1983), where more than 100 different values were assessed 
through calibration. 

This illustrates that calibration of a distributed model could be a never-ending story, 
where there are always possibilities for improvements. In this context, it must be noted that 
the more parameters values that are adjusted through calibration the more field data are 

- 

required and the more work is required by the modeller. In accordance with Schlesinger 
et al. (1979) and Klemes (1986) a model should be validated for the types of applications 
for which it is intenied. Thus, performawe crteria as well as calibration and validation 
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Table 3 
An illustration of the need for the incorporation of multicriteria and multi-scale aspects in methodologies for the 
validation of distributed models 

Lumped conceptual Distributed. physically based 

Success criteria 
(excl problem of 
selecting which 
statistical 
criteria to use) 

/ 

At one point: 
* runoff 

At many points: 
* runoff 
* surface water level 
* ground water head 
* soil moisture 

=$ Single variable 

Measuredkimulated: I 

* mnoff. one site 

3 Single c,riteria 

=$ Multi variable 

Measuredsimulated 
* Runoff. multi sites 
* Water levels. multi sites 
* Groundwater heads. multi sites 
* Soil moisture. multi sites 

3 Multi criteria 

Rainfall-runoff 
* stationary conditions 
* calibration data exist 

. Typical model 
application 

! Rainfall-runoff. unsaturated zone. 
! ground-water. basis for subsequent 
i water qualitymodellingImpacts of 
I man's activity 

i 

I 

* non-stationary conditions 
sometimes 
* calibration data do not always exist 

1 
i i 

Validation test Usually "split-sample test" 
is sufficient 

More advanced tests required: 
* differential split sample test 
* proxy basin test 

f - Well defined practice exist =$ Need for rigorous methodology 
I 

Modelling scale Model: catchment scale Model: depends on discretization 
Field data: many different scales 

3 Multi-scale problems 

Field data: catchment 'scale 

=$ Single scale 
i 

schemes should be tailored to the objectives of the study, and, in general, calibration of a 
distributed model should not be made more detailed and with more degrees of freedom 
than is strictly required by the objectives of the modelling study concerned. Hence, also 
taking into account the user's resources, the most adequate model to be constructed for a 
specific modelling study is not always the one which explicitly uses all the field data which 
the selected model code can make use of. 

In the multiple scale study with four different model grids (500, 1O00, 2000 and 
4OOO m) the same basic parameter values were used for all four models, although auto- 
matic interpolations from the 500 m grid were made in the models with coarser grids. The 

i 1 

i 

i 
i 
! 

results (Fig. 11) imply that results identical to those for the 500 m model would have been 
achieved by discretizations finer than 500 m. The indication that the maximum grid size 
required for simulation of the catchment discharge is about lo00 m is not surprising when i 
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considering the topographical variation and the density of the streams in the Kamp catch- 
ment (Fig. 10). It must be emphasized, however, that for simulation of variables other than 
catchment discharge, different grid resolutions may be required. 

For model discretizations coarser than 10o0 m, the results (Fig. 11) indicate that some 
important processes become scale dependent. This does not necessarily mean that the 
catchment discharge cannot be simulated by a model with a coarser grid. However, use 
of a coarser grid would require a significant recalibration and possibly a reformulation of 
some of the process descriptions to incorporate some of the spatial variability (of topo- 
graphy and stream-aquifer interaction) which are not described explicitly in the coarse 
grid models. 

’\ 

4.2. DifJkrent validation requirements for lumped and distributed models 

The validation procedure is basically the same for lumped and distributed model codes, 
but because of the differences in model structures, modes of operation and objectives of 
application, the validation requirements are much more comprehensive for distributed 
models. Some of the key differences, summarized in Table 3, are discussed below. 

As shown by, eg. Michaud and Sorooshian (1994) and Refsgaard and Knudsen (1996), 
lumped models, in many cases, perform just as well as distributed models with regard to 
rainfall-runoff simulations when sufficient calibration data exist. Therefore, the typical 
applications for distributed models are, in practice, cases where the modelling require- 
ments extend beyond runoff prediction from gauged catchments, e.g. prediction of runoff 
from ungauged catchments, water quality simulations and predictions of the effects of 
changes in land use. This implies that the split-sample validation test traditionally used for 
lumped models is not sufficient for most distributed model applications. 

In connection with the calibration and validation. a success criterion needs to be fulfilled 
for each output variable for which it is intended to make predictions. Hence, multi-site 
calibratiodvalidation is needed if spatially distributed predictions are required, and multi- 
variable checks are required if predictions of the behaviour of individual sub-systems 
within the catchments are needed. Furthermore, it should be emphasized that, with the 
present generation of distributed model codes, which do not contain adequate up- or down- 
scaling methodologies, separate calibration and validation tests have to be carried out 
every time the grid size is changed. 

As shown also in the case study, a model should only be assumed to be valid with 
respect to outputs that have been explicitly validated. This means, for instance, that a 
model which is validated against catchment runoff cannot automatically be assumed to be 
valid also for simulation of erosion on a hillslope within the catchment, because smaller 
scale processes may dominate here; it will need validation against hillslope soil erosion 
data. 

Another important issue, which has not been addressed by the case study, is related to 
non-stationarities in catchment conditions, such as predictions of effects of ground-water 
abstraction or changes in land use. Some authors, e.g. Abbott et al. (1986a) and Bathurst 
and O’Connell ( 1992), advocate that distributed models have key advantages as compared 
to lumped models in this respect. This view is questioned by other authors, e.g. Bergstrom 
(1991) and Grayson et al. (1992b), who argue that, at least with the present level of 

__., 
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available field data, distributed models are not realistic tools for practical water manage- 
ment purposes. No matter whether applications are made for research purposes or in an 
operational mode it is important to emphasize that non-stationarities create special 
requirements for validation tests. The only rigorous methodology reported in literature 
in this regard is a hierarchial scheme of validation tests suggested by Klemes (1986) 
according to which a so-calied differential split-sample test would be required in such 
case. The basic idea in a differential split-sample test is that the model code should 
demonstrate an ability to perform through the required transition regime. As this test 
most often cannot be made on the catchment for which the model is ultimately going to 
be applied, e.g. for predictions of the effects of future changes in land use, data from 
similar catchments which have already undergone similar non-stationarities have to be 
used. 

A differential split-sample test is, from a theoretical point of view, weaker than the 
traditional split-sample test, where data from the specific catchment are used. In connec- 
tion with validation tests, the uncertainties of the model predictions can be assessed, and a 
model validity can only be claimed to correspond to a given uncertainty level. In this 
respect, it is, thus, expected that differential split-sample tests will most often be asso- 
ciated with a higher degree of uncertainty than split-sample tests. However, given that an 
ordinary split-sample test is not sufficient, conduction of a rigorous and comprehensive 
differential split-sample test as proposed by Klemes (1986) can be considered as probably 
the best possible approach. 

Although the above discussion focuses on the complications with respect to applying 
distributed models, this does not imply that they are not suitable for complicated tasks such 
as prediction of effects of land-use changes. On the contrary, they are most likely the best 
tools presently available in this respect. However, an important conclusion of the above 
rigorous validation requirements is that comprehensive validation procedures specifically 
adapted for each particular application of a distributed model should be used and that 
statements of their validation status and corresponding predictive capability should, on a 
case by case basis, be made with more care than has most often been seen until now. 
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by using the MIKE SHE model /-- 
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ABSTRACT: This paper presents the application of a 3D distributed and physically based model. MIKE 
SHE, for safeguarding the fistianstad Plain groundwater resource. With the Kristianstad Plain probably 
being the largest groundwater resource in northern Europe a plan has been needed for future protection. The 
protection of such a unique and invaluable resource implies an increased understanding of the 
geohydrological processes. particularly the long term effects of the human activities today and tomorrow. The 
major questions were: What are the limitations for future abstractions? How will long term threats. like 
leakage from agricultural land. impact from urban areas and waste deposit sites. affect the excellent 
groundwater qudity of today? MIKE SHE has shown to be a very capable tool to enlighten these kinds of 
questions. 

1 WTRODUCTION 

The hnstianstad Plain is probably the largest 
groundwater resource in northern Europe. Its 
groundwater basin is formed in a depression of the 
crystalline basement filled up with Cretaceous 
sedimentary rock. coverins an area of approximately 
900.sq km. The Cretaceous sedimentary deposits are 
often more than 150 m thick in the centnl areas of 
the Plain and at some places more than 300 m thick. 
The lower strata is mostly made up of poorly 
consolidated glauconitic sandstone. which is 
covered by sandy limestone. The Quaternary 
deposits are usually 10-20 m thick but depths of 
more than 60 m have been observed. 

The glauconitic sandstone is the major aquifer 
but also wells placed in limestone and in 
glaucofluvial deposits give considenble amounts of 
water. With the Kristianstad Plain being the 
breadbasket of Sweden the groundwater is mainly 
used for irrigation. municipal water supply and 
industries (one is actually the world famous Absolut 
distillery). The total extraction is approximately 20.5 
million mYyear (irrigation 8 million. municipalities 
8.5 million. industries 4.  million). The yearly 
groundwater recharge is estimated to 85 million 
rn3l)rear as an average. 

Different extensive studies. concerning the 
groundwater basin of the Kristianstad Plain. have 
been carried out by the Swedish Geological Survey. 
a number of consulting engineering companies. 
universities. the regional state environmental 
authority and municipalities during the last six 
decades. This. of course, makes this area very well 
documented and there is  good knowledge in the 
geological, hydrological. hydraulic and water quality 
conditions of the Plain. 

The discharged groundwater from the 
Kristianstad Plain has excellent quality. bur there are 
some severe long term threats, due to leakage from 
agricultural land. impact from urban areas including 
waste disposal sites. combined with locally quite 
large discharges. To be able IO protect this unique 
and invaluable groundwater resource. there is still a 
need to increase the understanding of tke 
geohydrological processes, particularly the long term 
effects of land use activities of today and fornorrow. 
This paper will focus on a study, still in progress. 
where the MIKE SHE model was applied to achieve 
this. The study was started in August 1995 and is 
planned to be completed in the fall of 1997. 

The primary issue which is to be solved within 
the project concerns safeguarding the municipal 
supply of drinking water for the town of 
Kristianstad. The Kristianscad water supply station 
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provides about 30.000 inhabitants, a number of large 
food industries and the regional hospital with 
hnk ing  water. The drilled wells are 70- 100 m deep. 
They arc situated very close to the ctntrc of the town 
and also very close to the municipal waste disposal 
site, still in use. The risk for groundwaer 
conmination due to this situation is obvious. A 
new well field needs to be established somewhere 
else on the Kristianstad Plain. where there are no 
contradicting interests and no or very small risk that 
a similar situation as today will occur. The MIKE 
SHE model was chosen to be the decision tool for 
this work and forms a base of the entire project. 

2 BRIEF MIKE SHE DESCRIPnON 

MIKE SHE is a deterministic. distributed and 
physically based modelling system for simulation of 
geohydrologicai processes in the entire land phase of 
the hydrological cycle in a given catchment. The 
following components are encountered in the 
system: interception-evapotranspiration. overland- 
channel flow, unsaturated flow, groundwater flow, 
aquifer-river exchange, snow melt. 

The catchment is discretized in the horizontal 
plane by a grid square network which is used both in 
the overland flow component and the groundwater 
flow component. These are linked by a vertical 
column of nodes at each grid representing the 
unsaturated zone. Water movements in the 
catchment are modelled by a numencal solution 
(finite difference) of the panid differential 
equations describing the processes of overland and 
channel flow, unsaturated and saturated subsurface 
flow, interception. evapotranspiration and snow 
melt. 

The model is applicable to a wide range of water 
resources and environmental problems related to 
surface water and groundwater systems and the 
dynamic interaction between these. MIKE S H E  has 
shown to be a very capable tool when the effects of 
human interference, e.& pollutant loading from 
waste disposal sires. changes in land use, is to be 
assessed. A detailed description of the MIKE SHE 
model is presented in DHI (1993) and DHI (1995). 

3 THE KRISTWSTAD PLAIN MODEL 

The entire catchment r e a  is approximately 2 400 sq 
krn limited by the natural watershed. It contains the 

entire area of the Kristianstad Municipality but also 
parts of thne other municipalities. HSsleholm. 
Bromolla and Solvesborg. 

3. I inpur dura 

A large amount of information has been collected. 
put together and dizitised into the MIKE SHE 
model. 

The model limit wa. chosen to coincide with the 
Watershed to simplify the setting of the boundary 
conditions The model area only cuts the watershed 
in two discrete points (the rivers Helsein a d  
Skriibeinn). The boundaries in these two points were 
s t  ro measured time series of the river flows. 

The topography was described with contour lines 
from the national topographical map with 5 meters 
level interval. The surface characteristics were 
described by parameters for roughness. distribution 
codes for landuse and crops. The main rivers 
through the catchment were described with cross- 
sections. bank levels. roughness and river bed lining 
characteristics. 

The geological model has been built with a 
typical precision of 200 meters. In total 8 geological 
layers were defined. starting from top with Peat. 
Sand. Clay, Gravel. Till. Limestone, Sandstone. and 
finally as bottom layer, the Bedrock. See example of 
cross-secrion in Figure 1. The upper soil 
characteristics (i.e. porosity and hydraulic 
conductivity) were described for each type of soil 
profile relevant for the unsaturated zone. The 
hydraulic parameters for the saturated zone were 
among others estimated from .a large number of 
pumping experiments. later on verified through 
model runs. The saturated zone was discretized by 
five vertical simulation layers, more or less 
corresponding to the major geological layers. 

The actual water abstractions from the different 
aquifers. in total more than 600 municipal. 
industrial. private and irrigation discharges. were 
described as time series for the chosen simulation 
period. 1980 to 1990. In addition, a number of larger 
embankments were described. being the largest 
source of discharge from the top layers. 

Finally, a number of climatological variables 
were described by continuous time series, covering 
1980 to 1990. The d d y  precipitation were given as 
input from fifteen stations. distributed according to 
the typical annual precipitation. Temperature were 
taken,from two stations representing the typical 
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Figure 3. Example of verification results at two important groundwater observation sites in the main aquifer. 
and the main river outlet from the watershed - Helgeh. 
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hydraulic head panern with observed ones, the 
hydraulic parameters were adjusted until satisfactory 
comparison was achieved. About 50 different 
groundwater level observation sites were used to 
verify the groundwater model. 

In addition. a number of river flow stations were 
used to verify the overall water balance, .as well as 
the exchange flow between the aquifers and the river 
network. The water balance shows that 
approximately 14% of the yearly precipitation leaves 
the catchment area through rivers and more than 
70% evaporates. This leaves 168 for infiltration of 
which only 2% percolates all the way down to the 
limestone and sandstone. 

The model is at this stage verified with a grid size 
of 1000 by 1000 meters. Some examples are shown 
in Figure 3. The process of validating the model 
results with a g i d  size of 500 by 500 meters is right 
now in progress. So far. the results look as 
promising as for the 1000:,orid model. The work 
with 3 number of sub-models with finer grid size 
(e .$.  350 and 50 meters) are in progress. These will 
be verified accordingly. 
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4 MODEL APPLICATIONS 

Many different scenarios can be. have been and are 
to be simulated, based on both historical events and 
future expected and exceptional conditions. In 
especially interesting areas. sub-models will be 
created using results from the entire model as 
boundaries. 

One sub-model, covering 200 sq km. has already 
been established for more detailed studies of the 
area around the town of Knstianstad. The grid size 
for this model was set to 250 by 250 meters. and the 
applications of the model ran_pe from detailed 
hydraulic analyses to overall risk analyses from 
different sources of contamination. A sub-model 
with a grid size of a. little as 50 by 50 meters, 
dedicated for detailed transport studies of the 
Kristianstad waste disposal site. is right now being 
built. For this model a much finer raw dam precision 
is used. especially for topography and geology. The 
limits of the sub-models already established or in 
progress. as well as some landmarks and the main 
aquifer. are illustrated in Figure 4. 

The scenarios studied this far. except for present 
conditions (verification), comprise: 

.- 
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interference. Among others. the simulation number of contamination scenarios arc interestink to 
results show that. without any extraction from the study. These simulations will be carried out with a 
aquifer. the potential head would be just below pure advectionldispcrsion approach, which 
the p u n d  level in the centre of Kristianstad. simulates the detailed nanspOn and spreading of 
These results have been verified against dissolved conservative solutes. In the first step these 
information from the beginning of this century simulations will only be applied on the saturated 
(before the extensive discharges started). At zone. Additional input data for these simulations 
present conditions the groundwater depletion is include: effective porosity, longitudinal and 
approximarely 5 meters. transversal dispersion parameters. and the 

0 Alternative locations of a new well field for the concentration of the contaminating source. Studies 
Kristianstad municipal water. Three alternative already started or planned comprise: 
locations have been briefly analysed. The most 0 Risk analvsis of the municiual waste diswsal site 
interesting alternatives will be studied closer in a confaminatin~ the soundwater wells within the 
more detailed sub-model. town limits of Kristianstad. An overall analysis 

with the 30-grid model has already been carried 
out. The results from this study can however only 
be used as a very rough indication of the 
contamination risk. The final risk analyses will be 

i . carried out with a much more precise description, 
i.e. the 50-grid model. Only to illustrate possible 
results from such simulations. the transport of 
pollutants from the waste disposal site is shown 
in Figure 5 and Figure 6. 

0 Risk analvsis of contamination from tank rmck 
accidents. 

0 Mauuing of the aee of the water at different 
locations in the aquifer. This interesting analyses 
will be managed by a newly developed add-on 
module to MIKE SHE, Refsgaard et a1 (1995). 

0' . 

\ 
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Figure 1. Example of sub-models (rectangles) with 
finer grid site. The grey area indicates the limits of 
the main aquifer. 
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Figure 5 .  Transpon and spreading of the contamination from the waste disposal site shown as 
(south-east to north-west) through the waste disposal site and the centre of the well field. 
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Figure 6. Transport and spreading of the contamination in the main aquifer from the waste disposal site close 
to the centre of Kristianstad (based on indicative simulations with a 250-grid sub-model). 

5 CONCLUSIONS 

Integrated mathematical models describing the 
interaction between surface and subsurface water 
systems in a physically correct way are valuable tools 
when analysing the effects of human interference on 
the hydrological cycle. 

The presented work. which only constitute the first 
step of the planned studies on the Knstianstad Plain, 
have clearly demonstrated that MIKE SHE 
successfully can be applied for analysing regional 
surface water bodies h d  sub-surface groundwater 
systems. as well as the interaction between the two. 

Through the establishment of the geological model 
and the calibration of the hydrological model a _meat 
knowledge about the geometry of the sub-surface 
environment was obtained-and stored in the database 
of the modelling system. Due to the flexibiiity of the 
database, it is easy to improve the geological 
interpretation through new borings. etc., and 
c.onsequently e s y  to incorporate changes in the 
hydrological model in the future. 

With the verified model. some initial successful 
studies have been cvried out to evaluate alternative 

well fields. and in general increase the understanding 
of the sub-aquifers and their interaction. 

The three-dimensional modelling of contaminant 
transport in the groundwater due to waste disposal 
sites has been illustrated by use of a combined 
regional and local model approach, where time- 
varying boundary conditions for a local model with 
fine discrerirations are generated by 3 regional (flow) 
model with a more coarse discretization. 
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Water management of the Gabcikovo Scheme for balancing the interest 
of hydropower and environment 

Jens Christian R e f s g d  & Henxik Refsaup S0rensen 
Danish Hydraulic INn'nrte. Hwsholm. Denmark 

ABSTRACT 
The Gabcikovo hydropower scheme on the Danube is located in the area comprising one of Europe's most unique riverine 
wetland ecosystems and one of Central Europe's largest ground water rcsourccs which receives the main of its 
recharge from infiltrarion through the river bed. When Gabcikovo was put into operation by Slovakia in 1592. and the 
main pan of the water was diverted away from the Danube and the associated river branch system over a stretch of 
approximately 30 km and a m o i r  was created on the Danube, it obviously was a matter of serious concern requiring 
comprehensive environmental aSsessment studies. This paper describes a comprehensive modelling system iniepiing 
modules for describing the reservoir (1D flow. eumphication. sediment mspon). the river and river branches ( 1 D flou 
including effects o f  hydraulic control structures. water qualiv. sediment ~anspon). the ground water (jD flow. soluie 
msport advanced geochemimy). agricul~ral aspects (crop yield imption. nitrogen leaching) and flood plain 
conditions (dynamics of inundation panern. ground water and soil moisture conditions, and water quality). A few selected 
results from the model applications are shown. 

I INTRODUCTION 

The Danubian Lowland (Figure 1) beween Bratislava 
and Komirno is an inland delta formed in the past by 
river sediments from the Danube. The entire area 
forms an alluvid aquifer. which h u g h o r n  the year 
receives in the order of 30 m'/s infiltration water from 
the Dmube in the upper parrs of the area and r e m  
it into the Danube and the drainage channels in the 
downstream part. The aquifer is an imponant water 
resoume for municipal and apicultural water supply. 

Human influence has gsadually changed the 
hydrological regime in the area. Consrmction of dams 
upstream of Bratislava together with exploitation of 
river sediments has significantly deepened the river 
bed and lowered the water level in the river. These 
changes have had a significant influence on the 
conditions of the ground water regime as well as the 
sensitive riverside forests downsueam of Bratislava 
in spite of this basically negative trend the river 
branch system with its alluvial forests and the 
associated wetland ecosystems still represents a veq  
unique landscape of ou tmding  imponance. 

The Gabcikovo hydropower scheme was put into 
operation in 1992. A large number of hydmulic 
srructures has been established as part of the 

hydropower scheme. The key elements are a system 
of weirs across the Danube at Cunovo 15 h 
downstream of Bratislava a reservoir created by the 
damming at Cunovo. a new lined canal running 
parallel to the Old Danube over a stretch of 
approximately 30 h for navigation and with intake 
to the hydropower plant a hydropower plant and two 
shiplocks at Gabcikovo. and XI i n a e  mvcmre ar 
Dobrohost diverting water from the new canal to the 
Slovak river branch system. 

The entire scheme has significantly affected the 
hydrological regime and the ecosystem of the region. 
Thus. before the damming of the Danube in 1991 the 
river branches were connected with the Danube 
during periods with discharge above average. 
However, some of the branches were only active 
during flood situations a few days per year. After the 
damming the water level in the Old Danube has 
decreased si_pjficantly. Therefore. in order to avoid 
that most water drained from the river brariches to the 
Old Danube. resulting in totally dry river branches. 
the connections between the Danube and the river 
branches have been blocked except for the 
downsueam one at chainage 1820 rkm (see Figure 2). 
Instead. the river branch system reczives water from 
the inlet structure in the hydropower canal at 
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=igure I .  The Danubian Lowland with tht new rrscrvoir and the Gabcikovo scheme. 
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C - - Swndoy of mnportm.nt 1825 

Figure 2. Layout of the river bmnch system on the Slovakian side of the Danube 

Dobrohost (Figure 2). An overview of the monitoring 
and assessments of environmental impacts is 
provided in Mucha (1  995). 

The scheme was originally planned and the major 
parts of the construction were canied out as a joint 
effort between Czecho-Slovakia and Hungry  in 
accordance with an international weary from 1977. 
However. today Gabcikovo is a matter of controversy 
1':tween Slovakia and Hungary. who have referred 
some disputed questions to the International Court of 
Justice in Haag. 

integrated modelling system established for studying 
the impacts of alternative water management 
decisions on the environment. Funhermore. a few 
selected results of model applications are shown. 

The present paper describes a comprehensive . 

2. MTEGRATED MODELLING SYSTEM 

2. I .  Individual model components 

An intepted modelling system (Figure 3) has been 
established by combining the following existing and 
well proven mathematical modelling systems: 

MIKE SHE (Refsgaard and Storm. 1995) which, 
on catchment scale, can simulate the major flow 
and uanspon.processes of the hydrological cycle: 

- 1 -D flow and transport in the unsamted zone 
- 3-D flow and transport in the ground water 

- I -D flow and transport on the ground surface 
- 1 -D flow and transport in the river. 
All the above processes are fully coupled allowing 
for feedback's and interactions between 
components. ln addition. MIKE SHE ' includes 
modules for multi-component geochemical and 

zone 
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bidepadanon reactions in the saturated zone 
(Engesgaarb 1996). 

* .MK€ 11 ( H a w  et al.. 1995). which is a one- 
dimensional river modeiling synem. MIKE 11 is 
used for hydraulics. sediment transpon and 
morpholo~.  and water qualin. MIKE 1 1 is based 
on the complete d p r n i c  wave formulation of the 
Saint Venant equations. The modules for sediment 
transpon and morpholoa are able to deal with 
cohesive and non-cohesive sediment transpon as 
well as the accompanying morphological changes 
of the river bed. The non-cohesive model operates 
on a number of different ga in  sizes. taking into 
account shielding effects. 
:MIKE 21 (DHI. 1995). which has the same basic 
charactensics as MIKE 11. just extended 10 two 
horizontal dimensions. is used for resenoir 
modelling. 
MIKE 1 I and MIKE 11 include RiveriReservoir 
It'arer Qualin nt;Q and Eunophicarion (EU) 
(Havna et al.. 1995: VU. 1995) modules IO 

describe oxygen. ammonium. nitrate and 
phosphorus concentrations and oxygen demands as 
well as eutrophication issues such as bio-mass 
production and degradation. 
D.4I.9' (Hansen et al.. 199 1 ) is a onedimensional 
root zone model for simulation of soil water 
d!nmics. crop provih and nitrogen dynamics for 
\ mous a@ulnual management practices and 
smregies. 

0 

The integnted modelling system is formed b!. the 
eschange of data and the feed-backs benveen the 
indi\.idu;ll modelling s>stems. The stmcture of the 
integrated modelling system and the eschange of data 
herwen the various modelling systems are illustrated 
in Figure 5 .  The interfaces A-E between the various 
models 3re briefly described belo\\.: 
.41\tlKE SHE forms the core of the integrated 

modelling system having interfaces to all the 
individual modelling systems. The coupling of 
31IKE SHE and MIKE 11  is a fully dynamic 
coupling where data is eschanged after each 
iornputational time step. The 3III;E SHE-XlIKE 
1 I coupling is crucial for a correct description of 

. thc d!nmiics of the river-aquifer interaction. 
Fintl!.. the river width is larger than  one XIIKE 
SIIII grid. in \vhich case the J1KE SHE river- 
Ltjuillr description is no longer valid. Secondly. 
thc rivernsenoir system comprises a large 
nunihcr of h!.jraulic structures. the openrion of 
wnich cannot be xcounted for in WIG SHE. 

M y .  the complex branch system with 
loops and flood cells needs a very eificient 
hydmdpwic  formulation such as MIKE 11's. 

The remaining modelling systems are coupled in a 
more simple manner involving a sequential eseculion 
'of individual models and subsequently a m s f e r  of 
bounda~ conditions fiom one model 10 another. 
Some examples are listed belo\r. 
B) Results of eutrophication simulations \\ith 31IKE 

21 in h e  resemoir are wed to estimate the 
concentration of various water qualiy p m e t e r s  
in the water that enters the Danuhe do\mstrcm of 
the reservoir to be used for water qmlip 
simulations for the Danube using MIKE 1 1. 

C) Sediment uanspon simulations in the resenoir 
with MIKE 2 I provide information on the amount 
of fine sediment on the bonom of the resenoir. 
This information is used to calculate leakage 
coefficients which are used in ground water 
modelling with MIKE SHE to calculate the 
exchange of water benveen the resenoir and the 
aquifer. 

D)The DAISY model calculatej vegetation 
parameters which are used in MIKE SHE IO 

calculate the accru31 evapotranspiration. Ground 
water levels calculated uith LIKE SHE act as 
lower boundary conditions for D.4IS)- unsatunted 
zone simulations. Consequentlx. this process is 
iterative and requires a few model simulations. 

E) Results from \Yarer qualiy simulations xvith \11KE 
1 1  and Jl lU 21 are used to estimate the 
concentration 01' various species in the ivater that 
intilrrares 10 the aquiier tiom the Danube and the 
resenoir. This is being used in the ground \mer  
qualip simulations (geochemistr\.) tvith %lKE 
SHE. 

The Danubian Lo\vland Information System (DLIS) is 
a combined data base and geographical infonation 
system \vhich has been de\.cloped under this project. 
The DLIS is based on Informis (daubasel and 
Xrc!lnfo (GIs)  and provides a imrwork  for data 
storage. maintenance. processing and presentation. In 
addition. an interface beruten DLIS and MIKE SHE 
allowing import and expon of maps and time series 
files in MIKE SHE file formats has been established 
tsarensen et 31.. 1996). 

2.3. comparisons 10 oihcr niid~dlitig y:vretns 

So other modelling systems including the same level 
of comprehensive physically-based model codes for 
the vxious components and a similar level of 
integration mnng the difierent codes have been seen 
in the litenrure. 
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Table 1 .  DiKfrage . 'Q (in m3k) of the f w  diffacnt water managQncnt regimes (WMR's) for a five year 

WMRI. W M R n  WMR III WMR IV 
p o d  comspondinp to upmeam dischanze equivalent to the 198691 M o d  

(Re-dam) (Pon-dam) (Pondam) (Pondam) 
Average flows 
Old Danube. down- of the mervoir 2017 393 731 118 

Gabcikovo hydro power 1469 1130 I653 
Maximum flows 

Intake to river branch system at Dobrohoa - 45 45 37 

Old Danube, downmeam of the mervoir 9022 5598 5598 5598 
intake to river branch system at Dobrohoa 234 3 4  234 

Old Danube. do- of the mervoir 745 100 133 50 
Intake to river branch system at Dobmhon 7 7 7 
Gabcikovo hvdro power - 480 284 578 

Gabcikovo hydro power 3080 3080 3080 
Minimum flows 

syaem were simulated. The assumed operation des 
for separanon of the discharge to the three main 
'routes', namely to the Old Danube, through the 
Gabcikovo hydropower plant and to the Slovak river 
branch system through the intake structure at 
Dobrohost are described in DHI et al. (1995). A 
summw of the resulting discharge regimes are 
shown in Table 1. 

For each of the three post-dam scenarios, two 
situations have been considered. namely a situation 
corresponding to establishment of eight so-called 
underwater weirs and a situation without such weirs. 
These weirs. which have a design height of G5 m. 
are totally dromed. but causes an increase of the 
water levels and thus an improvement of the 
ecologically vital connectivity between the Old 
Danube and the river branch system. Thus. a total of 
seven scenarios has been srudied. 

In the follouing a few selected examples of model 
applications are shown. The examples concern the 
effects of different water management regimes on 
water quality in the Old Danube and on hydrological 
conditions in the river branch synem. Funher results 
including aspects relating to the reservoir. 
sedimentation. ground water quality and crop yields. 
are described in DHI et ai. ( 1995). 

4.2 IIarer qualiry in the Danube 

The Lvater qualin in the Old Danube is imponant 
both for flora and fauna in the water and for the other 
uater bodies affected by i t  such as the ground water 
s'stem and the Danube funher downstream. The 
following model calculations were carried out for the 
scenarios: 

Hydraulic calculations of water levels and flow 
velocities. 
Sedimentation transport, both for fine suspended 
sediment which can senle in areas with low 
velocities. and for bed load of coarse sand and 
p v e l  material. which may result in long term 

.morphological changes in river cross- and long- 
SeCtiOnS. 

Water quality in t e r n  of dissolved oxygen 
concentrations. 

The model runs were carried out by MIKE 11  using 
upstream boundary conditions calculated by other 
models. For example the MIKE 21 reservoir model 
provided dam on sediment concentrations of different 
sediment fiactions as well as of w3ter qualip 
variables (XO,. Nl-L and BOD). In the following onl! 
results from the water quali! calculations are shonn 
and discussed. 

The only situations which seen from a water 
quality point of view are potentially critical are during 
the summer period. The most critical location in the 
Old Danube is the reach just upsrream the confluence 
with the outlet canal from the hydropower plant. 

In Figure 4 the minimum oxygen concentrations 
for such a worst case situation is s h o w  for all the 
four water management regimes. including the 
underwater weirs' scenarios for the three post-dam 
regimes. The results indicate that the oxvgen 
concentrations are of the same order of magnitude for 
WMR I1 and I11 as for the pre-dam condition IU'MR 
I). and WMR I11 with avenge 732 m'/s even appears 
to result in slightly higher oxygen conditions than the 
pre-dam situation. 

The inuoduction of underwater weirs increases the 
water level - and thereby the cross-section area thus 
leading IO decrease in the flow velocities and a higher 
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refention time. r creased water levels a d  d#seased 
f low.  velocities and the d i o n  have the 
consequence that the respiration processes become 
mom imporrant to the oxygen concenuation in the 
river. From Figure 4 it can be seen that this. h 
g e n d .  results in lower oxygen concentrations in the 
scenarios with undenvater weirs than in the scenarios 
without. 

It must be emphasised that the predicted 
concentmuons shown in Figure 4 are minimum 
concentrations that may occur rarely, when there is 
coincidence of critical discharges and critical summer 
periods with high algae content high temperanae and 
thereby high respiration in the water column. The 
oxygen. concentrations show d i d  variations with 
maximup values typically 4-5 mgl  higher than the 
minimum values shown in Figure 4. On this basis it 
has been concluded that for WMR's I, II and Dl no 
waxer quality problems are foreseen, while the oxygen 
conditions in WMR Iv may become &tical, 
especially for situations with underwater weirs. 

- 7  

Figure 4. Minimum concentrations of dissolved 
oxygen in the Old Danube for a worst case situation. 

4.3 Hdrolopical cnndiiions in ihe river branch 
sjsrem 

The complexity of the river branch system is 
indicated in Figure 2 for a 20 km reach downstream 
the reservoir on the Slovakian side where alluvial 
forest occurs. In order to enable predictions of 
possible changes in floodplain ecoloe it is crucial to 
provide a detailed description of both the surface 
\\nter and the -poundwater systems in this area as 
ndl as oftheir interaction. For this purpose the full!. 
coupled MIKE SHE-MIKE 1 I model was used. The 
horizontal discretization of the model is 100 m. while 
the groundwater zone is represented by two layers. 

l'k c~mpufational time w a ~  a p p r ~ ~ l ~  one 
horn. sevaal hrmdnds of QDSS-S&OI~S and more 

(-', than 50 hydraulic SOUCfUrrS in the river branch system 
were included in the MIKE 11  set-up for the river 
syncm. 

The floodplain model is a management tool which 
can simulate the operation of the hydraulic mucnues. 
enabling an optimisation of the hydradic and 
ecological conditions for the unique floodphn 
environment. The floodplain model provides detailed 
information in time and space about uarer levels in 
river branches and on the floodplains. p u d u a t e r  
levels and soil moisture conditions in the unsanuated 
zone. Such i n f o d o n  can directly be compared uith 
quantitatively formulated ecological cnteria 

As an example of the results which can be 
obtained by the floodplain model Figure 5 shows a 
characterisation of the area according to flooding and 
depths to groundwater. The upper map has been 
processed on the basis of simulations with 1988 
discharge data for predam conditions (WMR 1). The 

. 

classes with different p u n d  water depths and 'I 
flooding have been determined from ecological - 
considerations according to requirements of 
(semi)terrestrial (floodplain) ecotopes. From the 
figure the contacts between the main Danube river 
and the river branch system is clearly seen. Similar 
computations have been made by fuo other water 
management schemes after damming of the Danube 
( W R  I1 and bMR 111). The results of WMR I1 
without underwater weirs are shom on the lower 
map in Figure 5. B? comparing the TWO maps the 
differences in hydrolo_gical conditions CM clearly be 
seen. From such changes in hydrological conditions 
inferences can be made on possible changes in the 
floodplain ecosystem. 

It ma! be noted that WMR 11 resembles the 
operation practise which has been carried out since 
1992. Hence. these model results indicate that 
ecological changes are likely to occur in this area: 
however the time horizon for such fundamental 
changes in flora and fauna is decades. Whether such 
changes should be considered as positive or negative 
depend on the ecological objectives for this area In 
this respect the situation is classic with conflicting 
interests beween different sectors. not only between 
hydropower and ecology. but also between differing 
ecological objectives such as forestry. fishen.. 
recreation and name consemation. The long term 
nature of the potential ecological changes implies tha1 
there is still sufficient time to decide on other 
operation policies with other impacts. if desired. 
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5. CONCLUSIONS 

n e  hydrologkid and -lo@& system of the 
Dmubian Lowland k so complex With so many 
i n d o n s  between the surface and the s u m  
wafer regimes and between physical, chemical and 
biologicid changes that a comprehensive 
mathematical modelling system of the distributed 
physically-based type is required in order to provide 
quantitative assessments of environmental impacts. 

Such integrated modelling system coupled with a 
comprehensive data baselGIs system has been 
developed. The individual components of the 
modelling system represent state-of-the-art within 
their respective disciplines. The uniqueness is the full 
integration with full couplings within the same time 
step. The integrated system makes it possible af a 
quite detailed level to make quantitative predictions 
of the surface and ground water regime in the 
floodplain area, including e.g. ground water levels 
and dynamics, grounds water quality, crop yield and 
nitrogen leaching h m  @cultural land, 
sedimentation and erosion in rivers and reservoirs, 
surface water quality as well as frequency, magnitude 
and duration of inundations in floodplain areas. Such 
information constinms a neceSSary suppon for a 
rational water resources management 

The various parts of the inte-grated modelling 
system were calibrated and validated on the basis of 
comprehensive data from the area 

A few selected model applications indicate that 
water quality problems in the Danube are not likely to 
occur for discharges less than 400 m3/s. even in 
situations with underwater weirs. Furthermore. model 
results from the river branch system indicate that long 
term ecological changes are likely to occur in this area 
if the present operation continues. 
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FORUM - FLOOD 1997, 10-12 October 1997, Krakow, Poland 

By Karsten H a m ,  Danish Hydraulic Institute, Agern Aile 5 ,  DK-2970 Hsrsholm. Denmark e 
Recent European Experience in River Flood Mana, oement 

GENERAL 

In the past catchment and river engineering has often been based on procedures and design 
methods, which were too n m o w  in focus. In many places river training and urbanisation have 
caused unforeseen negative consequences on groundwater, water quality and on flooding 
conditions. It is increasingly acknowledged that catchment and river engineering needs to be 
based on a more holistic technology and approach than traditionally. Many rivers in Europe 
are flowing across boundaries, and a harmonisation of methodologies is required between the 
countries. 

In recent years severe flooding has occurred in several parts of Europe, both as localised flash 
floods and as basin-wide floods on major river systems. By their nature floods are generated 
by the coincidence of several meteorologicai factors but man's use of the river catchment also 
has an important impact upon the severity and consequences of the events. Although the 
investment in flood controI structures has steadily increased during the second half of this 
century, the damage caused by floods has also increased dramatically. 

After the severe floodings in the Mine, the Rhone, the Po and other rivers in the early 
1990's, the European Commission organised an expert workshop to discuss the current state- 
of-the-art and the needs for improvement in the area of river flood management. It was 
decided to launch a Concerted Action on River Basin Modelling, Management and Flood 
Mitigation: EUBAMOD, with the aim to 

0 identify difficulties arising from past management practices, 
0 identify the state-of-the-art in its area. 
0 identify best practise, 
0 take an overview of current EU research projects in the area, and 

. identify research needs, 
provide scientific basis for decision makers. 

The first expert meeting was held at DHI in Copenhagen in 1996, where a need for cross 
boundary development and collaboration in this field clearly emerged, that is 

risk assessment procedures and terminology, 
0 integrated modelling and decision support 

long term assessments of the environmental impact of structural and unstructural measures 
needs for common databases and standards 

It is regarded essential, that new flood control and management concepts are properly 
evaluated on a regional basis by use of integrated models. These models should be used to 
evaluate the impacts not only on short term but also on longer term. 



The traditional approach to flood control is being reshaped these years to a flood management 
oriented concept. Such concept operates with different levels of flood protection for different 
areas - the highest level for the urban areas and the lowest for agricultural areas. The 
implementation includes flood forecasting and emergency planning tools. which facilitate 
effective management during the flood event. 

Skjern River, a sustainable river management solution. 

An example, where a sustainable river management solution is presently being implemented. 
is the Skjern River in Denmark. River training works were carried out on the lower 20 km of 
this river in the sixties turning 4,000 ha of meadows and marshland into farmland. The 
regulation had a severe effect on the water quality both in the river and the downstream fiord, 
with frequent occurrence of alga blooms in the fjord. But also from a flood control point of 
view, it did not work satisfactorily. In March 1972, soon after the completion of the originaI 
regulation project, a severe flood occurred in the Skjern River following a sudden spring 
thaw. It caused substantial damage in the river valley, when 50 mill. m3 of water bypassed the 
river embankments breaching road embankments, destroying several bridges and flooding 
large areas of farmland. 

A detailed model of the situation was established using the one-dimensional hydrodynamic 
modelling system MIKE 11 (including a GIS representation of the floodplains). By use of the 
model, it could be concluded that the new restored river would be able to accommodate the 
1972 flood event without damage to infrastructure or unintended inundation. Under post- 
restoration conditions, a part of the river valley will contribute to the conveyance of large 
floods resulting in much smaller water surface slopes and velocities. thus reducing the risk of 
structural failure. Also from an environmental point of view, the impact will be highly 
favourab le. 

Bangiadesh, Flood Management Model 

Bangladesh is a flat delta at the confluence of three major river systems of the world: the 
Ganges, the Brahmaputra and the Meghna. With more than half of the country under the 12.5 
m contour, about 30% of the cultivable area of Bangladesh is flooded in a normal year. An 
estimated 50% is vulnerable to either monsoon or tidal floods. Only 20% of the vulnerable 
area is protected. Flooding in Bangladesh is commonly caused by a combination of several 
factors such as overbank spilling of the main rivers. runoff generated by heavy local rainfall, 
and cyclone tidal bores or storm surges. The 1987 and 1988 floods were two of the most 
severe on record causing widespread damages to crops, urban areas and infrastructure and 
resulting in more than 3000 lost lives. 

Concepts of the Flood Management Model (FMM) 

Flood management is concerned with making decisions based on policies reflecting the needs 
of communities and the environment. It is complex and often without solutions which fully 
satisfy all concerned parties. The many components such as land use, environment, 
infrastructure, flood control structures, irrigation needs, agriculture, economics, society, 



fisheries, flood preparedness and flood forecasting render decision making and policy 
formulation extremely difficult. 

Modelling floods in Bangladesh has been carried out by MIKE 11 flood models. The models 
provide outputs such as flood levels along the rivers and over the flood plains and, more 
importantly, simulate the impacts of interventions on flood levels. However, flood models do 
not produce the flood maps needed for identifying and prioritising flood management zones. 
nor do they produce maps of impacts on flood levels which greatly assist in assessing 
alternative solutions and carrying out multi-sectod flood impact analyses. 

a 

To produce these maps and to perform multi-sectoral impact analyses GIS technology is 
required. Flood depths and levels are represented as layers of data in the GIS which can be 
geographically related and analysed with data from other flood management components. The 
maps and results of multi-sectoral analyses are easily assimilated using a combination of 
graphic and statistical formats. 

- The Flood Management Model (FMM) is an integrated MIKE 11-GIS modelling system. 
FMM has the potential to assist in clarifying and disseminating information through enhanced 
mapping of impacts on flood levels, communities, agriculture, fisheries and the environment. 
The maps can also help provide project design specifications, monitor and assess the 
performance of flood control and drainage structures, and help distribute flood forecasts in a 
readily acceptable form to the general public. 

FMM's Role in the Flood Management Cycle 

Flood management follows a cyclic pattern linking ideas, proposals, consultations, adopting 
proposals, preparing guidelines, design, constructiodimplementation, and operating and 
maintaining finished schemes. This is the flood management planning, design, 
implementation and operation cycle, in which FMM plays a useful role. Fig. 1 shows the 
structure of a Flood Management Model. 

At the planning level FMM helps assess proposed flood mitigation options and prepare 
environmental impact assessments. For design, FMM functions as a tool for determining civil 
works design criteria, designing structure operation rules, and providing inputs to flood 
preparedness programmes. At the implementation stage, FMM may be useful for a range of 
needs from scheduling flood prone construction works to a flood preparedness training aid. 
Real-time FMM operation linked with flood forecasting can help guide structure operators 
and assist emergency relief operations. FMM can also help present the consequences on 
flooding due to repair and maintenance of structures. 



FMM requires inputs. of cowrages 
(roads. rivers. senlemems), a 
DEM. flood modek and. V 
available. satellire and phoro 
imagery. 

. .. . 

FMM outputs topographic dafa for 
use in flood modeIs and p o s -  
processes Jood model simulation 
results into flood maps, comparison 
maps and graphs. Scaristics are 
produced from the flood and 
comparison maps. 

Fig. 1. Inputs and outputs of the Flood Management Model 

Examples of FMiM Outputs 

Flood DeDth MaDs 
Flood depth maps show in graphical detail the variation in inundation depth over the 
floodplain, along with the flood-fiee areas. They give a clear picture of the depth and extent of 
flood inundation. The maps are produced using the results from a flood model simulation and 
can be at any instant in time or based on the maximum flood levels over the entire simulation. 
Fig. 2 illustrates a flood depth map. 



-- 

.... 

0 

.- 

a 

. -. 

.:;' i :?:!: 

.:: . r  I_ f 
':" 1:;:. 
.: I ;:'I: 

I. I .(. t 
Deph (m, 

....... 
...... Qal - La, ,;,. , .,! 

b .  . . . .  ......... -.-..-,.- ;. . . . . . . . . . .  ! Y . . !  . . . . . . . . . . . . . .  . . .  ,:. ._. . . . . .  .' . ! 
. I t  

, .  

0 
C 

I 

I 
I. 
!. 
i 
I 
I 
I 
I .  
I. 
I .  
I 
!. 
I: 
I 
I 
! 

I- 

! 
i .  

I .  

I 
1. 

! 
I .  
I 

I .  
I .  
1. 

' . . I :  
I .  : 1: 
1.. 

. k  

. 1: 
I -  

,' I: 

l i  
:, I .  

i' 

, k  
i. 
I' 

.. 1. 
" I: 
, E  

. .  

. t  
1 .. 

:: I1 
I. 

.I.. 
I .  

. 1.  
I.  

' I 
1. 
I .  

j_ 1. 

' I' 
.' I .  

r 
: I :  
: 1' 
:I. 
:: I 
: I.' 
: I .  
' I .  
: 1. 

I 
I .  .. ,' 
I '  

:, I:  
: I: 

. . I . .  . 
. 1' ' I  

I 
: I .  

I' 
'. I 
: I .  

. . .  

Fig. 2. Example of a flood depth map. 



Duration Depth and Crop Damage Maps 
/‘I 

i 

Duration depth maps are similar to flood depth maps, but take into account the critical 
duration of flooding (typically three days) which a crop can withstand without being 
damaged. From the duration depth map crop damage maps are produced. The normal 
procedure is to work with periods (10 to 15 days, or monthly) which correspond with the crop 
growth stages. The critical depths (the depth of water which will damage a crop if it is 
inundated for longer than the critical duration) must be supplied for each period. Fig. 3 shows 
an example of a duration depth map and a crop damage map. 

0 

Conclusion 

The recent floodmgs in Europe have called for a revaluation of the flood control concepts and 
procedures. The use of integrated modelling technology is essential to ensure a proper 
regional and long-term impact evaluation. The present tendency is developing towards 
integrated flood management solutions rather then pure flood control schemes. The models 
are indispensable tools for deriving such sustainable concepts, and for facilitating an effective 
dialogue between different interest groups along the river. 
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